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Abstract— We present a control strategy that combines local
state feedback laws and open-loop schedules to robustly globally
asymptotically stabilize a compact subset (typically a point) of
the state space for a nonlinear system. The control algorithm is
illustrated on the problem of global stabilization of the upright
position of the pendubot and implemented in a hybrid controller
containing logic variables and logic rules with hysteresis. We
also present the design procedure of the hybrid controller
for general nonlinear systems. Recent results in the literature
on robustness of asymptotic stability in hybrid systems are
used in establishing that the closed-loop system is robust to
measurement noise and other external disturbances.

I. I NTRODUCTION

In this paper, we develop a novel hybrid feedback control
strategy for the problem of globally asymptotically stabiliz-
ing a point (or a set). Our control strategy combines local
feedback stabilizers and open-loop control signals (or sched-
ules) to steer the trajectories toward the desired point from
other particular points in the state space, and a “bootstrap”
feedback controller that is capable of steering the trajectories
to a neighborhood of one of these points from which the local
feedback stabilizers and the open-loop controls can be used.
A switching logic between these control laws with hysteresis
is implemented in a hybrid controller with logic variables
and logic rules. We follow the formalism for hybrid systems
used in [4], [5] where some of the first general results on
robustness of hybrid control systems were obtained.

We will use the problem of global stabilization of the
upright position for the pendubot to explain the control
strategy and clarify the assumptions for the general case. For
the purposes of the discussion, call the upright equilibrium
point Au, the straight-down equilibrium pointAr, and the
two other equilibriums, corresponding to the first link up
and the second link down, and vice versa,Aur and Aru,
respectively. By linearizing the system at the pointsAu

andAr, we construct local stabilizers for neighborhoods of
the pointsAu and Ar, respectively. We also construct an
open-loop control signal to take the state to a neighborhood
of the point Au from a neighborhood of the pointAr,
and two different open-loop controls to take the state to a
neighborhood of the pointAr from neighborhoods of the
pointsAur andAru. These control laws can be constructed
by solving a two-point boundary value problem, using trial
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and error, or relying on “human inspired” control signals
as in [3]. Finally, we construct a feedback controller that
steers the state to the union ofAu, Ar, Aur, and Aru.
Since the system will have some natural damping, the zero
control would suffice. Alternatively, additional damping can
be added through feedback. In this work, we will show
how these ingredients can be used to build a robust, global
hybrid feedback stabilizer. To the best of our knowledge, this
constitutes the first robust global feedback stabilizer forthe
pendubot; cf. [2], [1], [6]. Moreover, the proposed control
strategy is applicable to general multi-link pendulums.

In a sense, our work can be thought of as a generalization
of the work in [7] where a local controller is assumed to
be known for the desired equilibrium point and, in addition,
the “bootstrap” feedback controller steers the system to near
this point. When the bootstrap controller has this especially
strong property, no additional open-loop controls and local
stabilizers are needed. However, this type of assumption is
not reasonable for the pendubot. Indeed, topological consid-
erations easily reveal the impossibility of building a robust
feedback stabilizer to take the pendubot from every initial
condition to a neighborhood of the straight-up position. This
obstruction motivates the relaxation considered herein.

II. CONTROL APPROACH:
ROBUST “ THROW” AND “ CATCH”

A. Robust Global Stabilization of the Pendubot

Consider the dynamical system given in Figure 1 consist-
ing of a pendulum with two links, thependubot. We are

u

φ1

φ2

Fig. 1. The pendubot system: a two-link pendulum with torque actuation u
in the first link.

interested on the problem of stabilizing both links of the
pendubot to the upright position using only torque actuation
in the first link. Several control strategies to accomplish this
task have appeared in the literature; these include energy



pumping [2], trajectory tracking [6], and jerk control [1],to
just list a few. Our goal is to design a control algorithm
that accomplishes the stabilization taskglobally (by this,
we mean for every initial condition of the pendubot), and
robustly with respect to measurement noise and external
disturbances.

Let φ1 and φ2 denote the angles relative to the upright
position,ω1 and ω2 the angular velocities, andu ∈ R the
control input. The dynamical model of this system can be
obtained with the Lagrange method. The resulting equations
are of the form

φ̇1 = ω1, ω̇1 = f1(x, u)

φ̇2 = ω2, ω̇2 = f2(x, u) ,
(1)

where x := [φ1 ω1 φ2 ω2]
T ∈ R

4 and f1, f2 : R
4 ×

R → R are nonlinear, locally Lipschitz functions that
define the dynamics of the pendulum. Letf(x, u) :=
[ω1 f1(x, u) ω2 f2(x, u)]T . We consider thatφ1 and φ2

are given by the angle of a vector in the unit circleZ :=
{

z ∈ R
2 | ‖z‖2 = 1

}

. More precisely, for eachi = 1, 2,
φi is given by the angle of the vectorzi ∈ Z. Note that,
with this embedding technique, the problem of globally
stabilizing the pendubot to the upright position is equivalent
to globally stabilizing the system to the compact set defined
by z1 = z2 = [1 0]T , ω1 = ω2 = 0.

The pendubot system has four equilibrium points:
• Resting (Ar): φ1 = −π, ω1 = 0, φ2 = −π, ω2 = 0;
• Upright (Au): φ1 = ω1 = φ2 = ω2 = 0;
• Upright/Resting (Aur): φ1 = ω1 = 0, φ2 = −π, ω2 = 0;
• Resting/Upright (Aru): φ1 = −π, ω1 = φ2 = ω2 = 0.

These equilibrium points are depicted in Figure 2.

Ar Au Aur Aru

Fig. 2. Equilibrium configurations of the pendubot.

B. Control Strategy

We build our feedback control strategy upon the following
state-feedback and open-loop control laws.

1) Local state-feedback stabilizersκu and κr: The con-
struction of local state-feedback stabilizersκu for the up-
right equilibrium Au and κr for the resting equilibrium
Ar are designed to steer points nearbyAu and Ar to
the equilibrium point itself, respectively. Such controllers
can be designed by linearization and pole placement. For
example, forκu, let A := ∂f(x, u)/∂x|x=Au,u=0 andB :=

∂f(x, u)/∂u|x=Au,u=0, chooseK ∈ R
4 and P ∈ R

4×4,
P = PT > 0, such that

(A − BKT )T P + P (A − BKT ) < 0 , (2)

and letκu(x) := KT x. (SuchK and P exist as(A, B) is
controllable.) The basin of attraction of this controller can
be estimated with a sublevel setLVu

(ru) of the Lyapunov
function Vu(x) := xT Px.

2) Open-loop control laws for steering from/to neighbor-
hoods of points toAr,Au,Aur, andAru: Construct open-
loop controllersαr→u, αur→r , andαru→r such that

a) αr→u(t) steers the trajectories of (1) from points
nearby therestingequilibriumAr to points nearby
the upright equilibriumAu;

b) αur→r(t) steers the trajectories of (1) from points
nearby the upright/resting equilibrium Aur to
points nearby therestingequilibriumAr;

c) αru→r(t) steers the trajectories of (1) from points
nearby the resting/upright equilibrium Aru to
points nearby therestingequilibriumAr.

For example, for item a), we construct a piecewise-
continuous function of timeαr→u : R≥0 → R such that
for the initial conditionx0 = Ar, t

0 = 0, the solution to
ẋ = f(x, αr→u(t)) is in a small neighborhood ofAu. Then,
by continuity with respect of initial conditions to (1), there
exists a neighborhoodS of Ar and a neighborhoodE of
Au such that solutions tȯx = f(x, αr→u(t)) starting from
S reachE in finite time τ∗

r→u > 0. We designαur→r and
αru→r similarly. One technique that can be used to design
these open-loop controllers is to define a parameterized basis
function for the control law and then determine its parameters
by trial and error. A different approach is to solve a two-point
boundary value problem (or some other constrained optimal
control problem) with boundary constraints correspondingto
neighborhoods ofAr,Au,Aur , andAru.

3) Bootstrap stabilizer κ0: The main task of this
controller is to steer trajectories starting from every point
not inAr∪Au∪Aur∪Aru to an small enough neighborhood
of Ar ∪ Au ∪ Aur ∪ Aru. One such a controller isκ0 ≡ 0
as the natural damping present in the system steer the
trajectories toAr ∪Au ∪Aur ∪Aru with zero control input.
In the next section, to obtain better performance, we use a
more sophisticated control law which removes energy from
the system much faster.

With the control ingredients designed in 1), 2), and 3), the
basic tasks that our control strategy performs are:

• For points nearbyAr, apply the state-feedback law
κr to steer the state to the setS corresponding to
αr→u and then applyαr→u to steer the trajectories to
a neighborhood ofAu;

• For points nearbyAu, apply the state feedback lawκu

to stabilize the trajectories toAu;
• For points nearbyAur andAru, apply the open-loop

control lawsαur→r and αru→r, respectively, to steer
the trajectories to a neighborhood ofAr;



• For any other point inR4, apply the lawκ0 to steer the
trajectories to a neighborhood ofAr ∪Au∪Aur ∪Aru.

In Figure 3, we show the combination of these tasks to ac-
complish global stabilization to the pointAu of the pendubot.
When the open-loop control laws are applied, we say that
there is a “throw” between neighborhoods of the equilibrium
points, and when the feedback stabilizers are applied, we say
that there is a “catch” to one of the equilibrium points.

αr→u

αru→u

κu

φ1

φ2

Ar

Au

Aur

Aru

LVu
(ru)

LVr
(rr)

κr(x)

κ0(x)
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Sru→r

Eru→u

Fig. 3.Control strategy for robust global stabilization of the pendubot to the
pointAu. A sample trajectory in theφ1, φ2 plane resulting from our control
strategy is depicted. From the initial point×, the trajectory is steered to
the neighborhoodSru→r of Aru with κ0(x), from which it is “thrown”
to the neighborhoodEru→r of Ar with the control lawαru→r. The local
stabilizerκr “catches” the state to a point inSr→u from where the open-
loop law αr→u is applied. Finally, after the “throw”, the state reaches a
point in Er→u and the last “catch” by the local stabilizerκu steers the
trajectory toAu.

C. Hybrid Controller

The control strategy outlined in Section II-B is imple-
mented in a hybrid controller with logic variables and logic
rules with hysteresis. In contrast to the discontinuous control
law case, our implementation as a hybrid system guarantees
robustness properties of the closed-loop system.

First note that our control strategy can be interpreted as a
directed treeor graph with nodes given by the equilibrium
points. The directed tree consists of two paths given by
Aur → Ar → Au andAru → Ar → Au .

We number the nodes in each of the paths, starting from
Aur and Aru and finishing atAu, by the pairs(i, j) ∈
{1, 2, 3} × {1, 2} where i indicates the node number and
j the path number. Then, the two paths are

Path1: (1, 1) → (2, 1) → (3, 1) (i.e. Aur → Ar → Au).
Path2: (1, 2) → (2, 2) → (3, 2) (i.e. Aru → Ar → Au).

The controller has two logic states,q and p, (q, p) ∈
{−3,−2, 0, 1, 2} × {1, 2}, and a timer stateτ ∈ R. The
stateq indicates the mode of the controller,p indicates the
current path of the trajectories, andτ keeps track of the time
that the system has been in open loop. Letτ∗

1,1 = τ∗
ur→r,

τ∗
1,2 = τ∗

ru→r, andτ∗
2,1 = τ∗

2,2 = τ∗
r→u. The control logic is

as follows:

• Catch modewhenq < 0. This mode indicates that the
statex is steered to the(|q|, p)-th node of the current
path p. If q = −2 then the control law applied isκr,
while if q = −3 then the control law applied isκu.

• Throw modewhenq > 0. This mode indicates that the
trajectories are being steered from a neighborhood of
the (q, p)-th node to a neighborhood of the(q +1, p)-th
node of the current pathp. If q = 1, p = 1, then the
control law applied isαur→r; if q = 1, p = 2, then
αru→r is applied; and ifq = 2 thenαr→u is applied.

• Recovery modewhen q = p = 0. This mode indicates
that the trajectories are being steered to the tree with
the control lawκ0.

The hybrid controller updates its state under the following
events:
(C) “Throw-to-catch” transitions : when the statex is in

some neighborhoodE of an open-loop control law and
in throw mode(q > 0), the controller jumps tocatch
mode(q updated to−(|q| + 1)). The timer stateτ is
reset to zero.

(T) “Catch-to-throw” transitions : when the statex is in
some neighborhoodS of an open-loop control law and
in catch mode(q < 0), the controller jumps tothrow
mode(q updated to|q|). The timer stateτ is reset to
zero.

(R) “Throw- or catch- to-recovery” transitions : when the
trajectories

– while in throw mode, do not reach a neighborhood
of the associated setE in the expected amount of
time (that is,q > 0 andτ ≥ τ∗

q,p); or
– while in catch mode, leave the basin of attraction

of the current local stabilizer;
then the controller jumps torecovery mode(q, p updated
to q = p = 0).
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Fig. 4. Simulation of the pendubot system with our hybrid control strategy.
Initial conditions: x0 = [−π/4, 0,−π/4, 0]T , q0 = p0 = 1, τ0 = 0.
The figure depicts: pendubot anglesφ1 (red) andφ2 (blue), logic stateq
(dashed blue), logic statep (dashed red), and timer stateτ (dashed black).
After an initial switch to recovery mode, whenx reaches a neighborhood
of [−π, 0,−π, 0]T , a “throw” is performed (at around8.5sec.) from the
resting configuration (node(2, 1), Ar) to a neighborhood of the upright
configuration (node(3, 1), Au). Finally, a switch to the local stabilizerκr

(q = −3) (at around9.5sec.) steersx to the origin.

Figure 4 shows a simulation of the closed-loop system



resulting from controlling the pendubot with our hybrid
controller. The initial state of the pendubot is such that it
is far away from the regions where the open-loop laws and
the local stabilizerκu are applicable. Therefore, the hybrid
controller initially switches torecovery mode(q = p = 0)
and appliesκ0. (In this case, the controllerκ0 was designed
to be given by−LgV := −〈∇V (x), g(x)〉 where V is
the kinetic plus potential energy of the pendubot andg is
such thatf(x, u) = f̃(x) + g(x)u. This controller removes
energy faster thanκ0 ≡ 0. With this controller, the angles
of the pendulums reach a neighborhood of−π and the
angular velocities a neighborhood of0. Then, the hybrid
controller switches tothrow modein the first path and from
node (2, 1) to node(3, 1) (q = 2, p = 1). The open-loop
control law applied isαr→u which steers the statex to a
neighborhood of the origin. In that event, a switch to the
local stabilizerκu follows, and the statex converges to the
origin asymptotically.

III. T HROW-CATCH HYBRID CONTROL FOR GENERAL
NON-LINEAR SYSTEMS

We now generalize the control strategy described for the
pendubot to general nonlinear control systems. Consider the
nonlinear control system

ẋ = f(x, u) (3)

where f : R
n × R

m → R
n, x ∈ R

n is the state, and
u ∈ R

m is the control input. LetA ⊂ R
n be compact;

P := {1, 2, . . . , pmax} ⊂ N, pmax ≥ 1; for eachj ∈ P ,
Qj := {1, 2, . . . , qj

max} ⊂ N, qj
max ≥ 2; and R :=

∪k∈P (Qk × {k}). We assume the following.
Assumption 3.1:The functionf : R

n × R
m → R

n is
continuous. For each(i, j) ∈ R, there exist:

1. Disjoint compact setsAi,j ⊂ R
n satisfyingAi,j = A

for eachi = qj
max, j ∈ P .

2. When i > 1, continuous state-feedback lawsκi,j :
R

n → R
m such that the compact setAi,j is asymptot-

ically stable with basin of attractionBAi,j
⊂ R

n for
ẋ = f(x, κi,j(x)).

3. When i < qj
max, piecewise-continuous functions

α(i,j)→(i+1,j) : R≥0 → R
m that are capable of steering

trajectories of (3) from a setSi,j to an open setEi,j

in finite time with maximum timeτ∗
i,j ≥ 0, where

Si,j ⊂ R
n contains an open neighborhood ofAi,j ,

Ei,j contains an open neighborhood ofAi+1,j and is
such that an openδc

i,j-neighborhood of itself,δc
i,j > 0,

is contained inBAi+1,j
.

Moreover, there exists:
4. Continuous state-feedback lawκ0 : R

n → R
m, such

that, for each solutionx to ẋ = f(x, κ0(x)) there exists
finite T > 0 such thatx(T ) is in the union of each of
the setsEi,j +

δc
i,j

2 B andSi,j above (this corresponds
to a “bootstrap” feedback controller)1.

Remark 3.2:In most applications, the compact setsAi,j ,
(i, j) ∈ R, are given by single points, in particular equilib-
rium points, for which local regulation of the trajectoriesof

1δB denotes the open ball of radiusδ > 0 centered at the origin inRn.

(3) is known with the state-feedback lawsκi,j . The functions
α(i,j)→(i+1,j) are functions of time that can be recorded in
the memory of the digital controller. �

The compact setsAi,j , (i, j) ∈ R, define adirected treein
the sense that for every compact setAi,j with i < qj

max, j ∈
P , there exists an open-loop control law that transfers the
state from nearby points ofAi,j to nearby points ofAi+1,j .
Every path has the last node in common and first independent
nodes defining the paths which eventually merge with other
paths. This connectivity between nodes is denoted in Figure5
by a directed arc joining the nodeAi,j with the nodeAi+1,j .
Note that Assumption 3.1.4 guarantees the existence of a
state-feedback lawκ0 such that, when the trajectories are
away from the basin of attraction of the local stabilizers or
at points where the open-loop control laws are not able to
transfer the state to the next node, the trajectories are steered
back to the tree.

A1,j−1 A1,jA1,j

A2,j

A3,j

A
q

j
max−1,j

A1,j+1

AA

Fig. 5. General case of directed tree (left) andj-th path (right).

A. Control Design

We design a state-feedback hybrid controller, which we
denote byHc, that performs the switching between the feed-
back control lawsκ0, κi,j , and the functionsα(i,j)→(i+1,j)

in Assumption 3.1. We follow the framework for hybrid
systems in [4], [5] where solutions are given onhybrid time
domains2.

Let Qc
j := {−qj

max,−qj
max + 1, . . . ,−2} and Qt

j :=
{1, 2, . . . , qj

max − 1}, for eachj ∈ P ; Q := ∪j∈P (Qc
j ∪Qt

j);
Lt := ∪j∈P (Qt

j×{j}); andL := (∪j∈P ((Qc
j∪Qt

j)×{j}))∪
(0, 0). The controller state is given by[q p τ ]T , whereq and
p are logic states andτ ∈ R is a timer state. The logic state
p takes value inP ∪ {0} and the logic stateq takes value in
Q ∪ {0}. They store the state of the system:

• “Catch mode” at the|q|-th node of thep-th path when
q ∈ Qc

p, p ∈ P .

2In this framework, a solutionx to a hybrid system on a hybrid time
domain dom x is parameterized by a continuous variablet which keeps
track of the continuous dynamics and a discrete variablej which keeps
track of the discrete dynamics. Then,x(t, j) is the value of the solution at
time (t, j) ∈ dom x. For more details, see [4], [5].



• “Throw mode” at theq-th node of thep-th path when
q ∈ Qt

p, p ∈ P .
• “Recovery mode” whenq = p = 0.

Following the control logic outlined in Section II-C, the
output of the hybrid controller is given by

κc(x, q, p, τ) :=







κ|q|,p(x) if q ∈ Qc
p

α(q,p)→(q+1,p)(τ) if q ∈ Qt
p

κ0(x) if q = 0 .
(4)

We now design several sets used in the control logic.
I) Sets for “Catch mode” update logic
For each(i, j) ∈ Lt, let Ei,j and δc

i,j be given as in
Assumption 3.1.3, and define

Dc
i,j = Ei,j + δc

i,jB, Cc
i,j = Rn \ Dc

i,j +
δc
i,j

2
B .

II) Sets for “Throw mode” update logic
For each(i, j) ∈ Lt, let Si,j be given as in Assump-

tion 3.1.3, and defineDt
i,j to be a closed set such that for

someδt
i,j > 0 satisfies

Ai,j + δt
i,jB ⊂ Dt

i,j , Dt
i,j +

δt
i,j

2
B ⊂ Si,j .

Then, for each(i, j) ∈ Lt, let Ct
i,j be given by

Ct
i,j := Rn \ Dt

i,j +
δt
i,j

2
B .

III) Sets for “Recovering mode” update logic
For each(i, j) ∈ ∪k∈P (Qc

k × {k}), for someδr
i,j > 0,

define

Cr
i,j := Ri,j(D

c
|i|−1,j) + δr

i,jB (5)

where Ri,j(D
c
|i|−1,j

) is the reachable set ofẋ =
f(x, κ|i|,j(x)) from Dc

|i|−1,j
. Also, defineDr

i,j as

Dr
i,j := Rn \ Cr

i,j +
δr
i,j

2
B . (6)

Define Cr
0,0 and Dr

0,0 as follows. For each(i, j) ∈

∪k∈P (Qk ×{k}) define an auxiliary set̃Dr
i,j to be a closed

set such that for someδr
i,j > 0 satisfies

Ai,j + δr
i,jB ⊂ D̃r

i,j , D̃r
i,j +

δr
i,j

2
B ⊂ Dc

i−1,j ∪ Dt
i,j ,

whereDc
0,j = Dt

q
j
max,j

= ∅ for all j ∈ P . Then,Cr
0,0 and

Dr
0,0 are given by

Dr
0,0 :=

⋃

(i,j)∈∪k∈P (Qk×{k})

D̃r
i,j , Cr

0,0 := Rn \ Dr
0,0 +

δr
0,0

2
B

whereδr
0,0 is the minimumδr

i,j over∪k∈P (Qk × {k}).
With these definitions, the update laws are designed as

follows. If in throw modeand the statex is such that a
“catch” is possible, i.e.

(q, p) ∈ Qt
p × {p}, x ∈ Dc

q,p , (7)

then jumps to catch mode are enabled with update lawq+ =
−(|q| + 1). If in catch modeand the statex is such that a
“throw” is possible, i.e.

(q, p) ∈
(

Qc
p \ {−qp

max}
)

× {p}, x ∈ Dt
|q|,p , (8)

then jumps to throw mode are enabled with update lawq+ =
|q|.

If in throw modeand the timer stateτ is larger thanτ∗
q,p

or if in catch modeand the statex is such thatx ∈ Dr
q,p

then jumps torecovery modeare enabled with update law
q+ = 0, p+ = 0. While in this mode, the controller enables
updates of(q, p) to a pair in∪k∈P ((Qc

k ∪Qt
k)×{k}) when

x ∈ Dr
0,0.

The construction of the sets in I)-III) define the flow and
jump sets of the hybrid controller (while in modeq ∈ Q
and in pathp ∈ P , the setsCc

|q|,p and Dc
|q|,p; Ct

|q|,p and
Dt

|q|,p; andCr
−|q|,p, Cr

0,0 andDr
−|q|,p, Dr

0,0 define the flow
and jump sets for jumps tocatch, throw, andrecovery mode,
respectively). Figure 6 illustrates the sets used in the update
law and a sample trajectory for thei-th compact set in the
j-th path,(i, j) ∈ L, i ∈ {2, 3, . . . , qj

max − 1}.

Ai,j Ai+1,j

BAi,j

Dc
i,j

Cc
i,jDt

i,j

Ct
i,j

Dc
i−1,j

Cc
i−1,j

Dr
−i,jCr

−i,j

δc
i,j

2

δr
−i,j

2

δt
i,j

2

Fig. 6. The compact setAi,j , (i, j) ∈ L, i ∈ {2, 3, . . . , qj
max − 1}; the

associated flow setsCc
i,j , Ct

i,j , Cr
−i,j ; and the jump setsDc

i,j , Dt
i,j , Dr

−i,j

are depicted. The setsCc
i−1,j

andDc
i−1,j

associated with the compact set
Ai−1,j are also shown for the computation ofCr

−i,j andDr
−i,j . Vaguely,

the control strategy is such that withq = i − 1 and p = j, a jump can
occur as soon as the trajectory enters the setDc

i−1,j
, from where the local

state feedback lawκi,j is applied. A jump that activates the control law
α(i,j)→(i+1,j) can be triggered as soon as the trajectory hits the setDt

i,j .
The local stabilizer forAi+1,j is enabled when the trajectory enters the set
Dc

i,j . The sequence is repeated until the compact setAi∗,j , i∗ = qj
max, is

reached.

B. Hybrid controller

Let X := R
n × L × R , τ = max τ∗

i,j for all (i, j) ∈
Lt where τ∗

i,j is given by Assumption 3.1.3, andξ :=
[xT q p τ ]T . Our hybrid controller, denoted byHc, is

Hc

{

(q̇, ṗ) = (0, 0), τ̇ = 1, ξ ∈ Cc

(q, p)+ ∈ gc(ξ), τ+ = 0, ξ ∈ Dc

where the setsCc andDc are given by

Cc :=
{

ξ ∈ X
∣

∣

∣
q ∈ Qc

p \ {−qp
max}, x ∈ Ct

|q|,p ∩ Cr
q,p

}

∪
{

ξ ∈ X
∣

∣ q = −qp
max, x ∈ Cr

q,p

}

∪
{

ξ ∈ X
∣

∣ q ∈ Qt
p, x ∈ Cc

q,p, τ ≤ τ∗
q,p

}

∪
{

ξ ∈ X
∣

∣ q = p = 0, x ∈ Cr
0,0

}

,



Dc := Dc1 ∪ Dc2 ∪ Dc3 ,

Dc1 :=
{

ξ ∈ X
∣

∣ q ∈ Qt
p, x ∈ Dc

q,p, τ ≤ τ∗
q,p

}

∪
{

ξ ∈ X
∣

∣ q = p = 0, (q′, p′) ∈ Lt, x ∈ Dc
q′,p′ ∩ Dr

0,0

}

,

Dc2 :=
{

ξ ∈ X
∣

∣

∣
q ∈ Qc

p \ {−qp
max}, x ∈ Dt

|q|,p

}

∪
{

ξ ∈ X
∣

∣ q = p = 0, (q′, p′) ∈ Lt, x ∈ Dt
q′,p′ ∩ Dr

0,0

}

,

Dc3 :=
{

ξ ∈ X
∣

∣ q ∈ Qt
p, τ ≥ τ∗

q,p

}

∪
{

ξ ∈ X
∣

∣

∣
q ∈ Qc

p, x ∈ Dr
|q|,p

}

,

and the jump mapgc is given by

gc(ξ) :=







gc1(ξ) ξ ∈ Dc1

gc2(ξ) ξ ∈ Dc2

(0, 0) ξ ∈ Dc3

gc1(ξ) :=















(−|q| − 1, p) if (q, p) ∈ Lt,

{

(−|q′| − 1, p′)
∣

∣ (q′, p′) ∈ Lt, x ∈ Dc
q′,p′

}

if (q, p) = (0, 0)

gc2(ξ) :=















(|q|, p) if q ∈ Qc
p \ {−qp

max},

{

(q′, p′)
∣

∣ (q′, p′) ∈ Lt, x ∈ Dt
q′,p′

}

if (q, p) = (0, 0)

and outputκc given in (4).
The jump mapgc1 and jump setDc1 implement the logic

for catch mode, while gc2 and Dc2 implement the logic
throw mode. The first pieces of these sets correspond to
the conditions in (7) and (8), while the second pieces allow
jumps from recoveringto catch or throw mode. Moreover,
the definitions ofDc1 andDc2 differ from the corresponding
ones in (7)-(8) as they implement jumps that update the path
statep to a correct one. Similarly forgc1 and gc2. (This
mechanism is needed when the initialization of the logic
states is not correct.) The jump setDc3 states the conditions
for jumps to recovery mode. The flow setCc includes all
points at which jumps are not allowed, and to guarantee
robust existence of solutions (see e.g. the discussion at the
end of [8, Section III]), it overlaps with the jump setDc.

C. Stability and robustness to measurement noise

The closed-loop system resulting from controlling the
nonlinear system (3) with the controllerHc is given by

ẋ = f(x, κc(ξ))
(q̇, ṗ) = (0, 0)

τ̇ = 1







ξ ∈ Cc

x+ = x
(q, p)+ ∈ gc(ξ)

τ+ = 0







ξ ∈ Dc .

We denote this hybrid system byHcl. The hybrid controller
Hc confers the following stability property.

Theorem 3.3: (nominal asymptotic stability) Let Assump-
tion 3.1 hold. For the hybrid systemHcl, the compact set
A×(∪j∈P ({−qj

max}×{j}))× [0, τ] is asymptotically stable
with basin of attractionB := Cc ∪ Dc.

This result states that every solution toHcl is such that
thex component converges toA and that every solution with
initial x close toA stays close for all time. This corresponds
to global asymptotic stability ofA for the the nonlinear
system (3) controlled byHc. The proof of this result follows
from the control logic implemented inHc. The open-loop
schedules are used to steer trajectories from a neighborhood
of one node to a neighborhood of the following node, and
the state-feedback control laws steer the trajectories toward
the nodes of the tree. The control logic inHc is such that
for every point in the state space, by measuring the state,
a sequence of switches between the control laws takes the
state of the system toA.

The hybrid controllerHc confers a margin of robustness
to measurement noisee on the statex. This is stated in
the following result. Below,|x|A = infy∈A |x − y|. Also,
recall thatdom(x, q, p, τ) denotes the domain of the solution
(x, q, p, τ) to Hcl.

Theorem 3.4: (robustness to measurement noise) Let As-
sumption 3.1 hold. Then, there existsβ ∈ KL, for each
ε > 0 and each compact setK ⊂ B there existsδ∗ > 0,
such that for each measurement noisee : R≥0 → δ∗B,
solutions(x, q, p, τ) toHcl exist, are complete, and for initial
conditions (x0, q0, p0, τ0) ∈ K the x component of the
solutions satisfies

|x(t, j)|A ≤ β(|x0|A), t + j) + ε ∀(t, j) ∈ dom(x, q, p, τ).

The proof of this result follows by the regularity properties
of the data ofHcl and the results for perturbed hybrid
systems in [5]. Due to space limitations, we do not discuss
the concept and the issues on existence of solutions to hybrid
systems with measurement noise here. See [8] for more
details.

In addition to the property in Theorem 3.4, the hybrid
controller Hc confers an additional robustness property to
the closed-loop system when the open-loop schedules are in
the loop. When a disturbance or failure prevents a “throw”
from being successful, the recovery logic implemented in the
hybrid controller steers the state of the system back to the
tree and retries the “throw-catch” sequence.
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