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Abstract—We consider the problem of steering a autonomous robot to a target position in the presence of multiple obstacles. We propose a modification of the potential field method where the robot is repulsed from an obstacle. We use a Lyapunov-based hybrid state-feedback controller that, using logic, executes an algorithm suitable for steering a point-mass robot to the target while avoiding multiple unknown obstacles. Global convergence and stability properties induced by the closed-loop hybrid controller are verified in simulations.

I. INTRODUCTION

Autonomous navigation that involves control of unmanned ground vehicles, robot manipulators, unmanned aerial vehicles, among others has gained popularity in the last decade due to its applicability in rescue, surveillance, and discovery. Autonomous control requires trajectory generation with obstacle detection and avoidance.

Collision avoidance of obstacles has been a common area of research with extensive work done using model predictive control, neural networks and reinforcement learning as seen in [14], [15] and [16]. The problem with the above methods is the requirement for heavy computations to provide efficient solutions. One method that requires low computational power is the artificial potential field [7], [8], [17], which generates a collision-free trajectory from any initial position. This method has been shown to lead to a desirable solution with collision avoidance as seen in cases of manipulators [7], autonomous cars [9], mobile robots [3], swarm robots [5], aircraft [8], and underwater vehicles [10]. In the potential field method, a repulsive potential is created when the robot is closer to the obstacle leading to its velocity vector being pushed away from the obstacle. A common problem with this method is the presence of a saddle point at which the controller applies a control signal that prevents leaving that point, or in the presence of noise, a neighborhood of it; see [3].

Existing solutions to this problem include using random walks [12], rotational velocity vectors [8], random potential fields [13], and hysteresis switching [11]. While these solutions solve the saddle point problem, they require the robot to have a full understanding of its environment and cannot deal with dynamic changes such as the introduction of new obstacles.

We propose a new method which involves logic and the inherent property of the obstacle detection region to generate a solution which is easily implementable and does not require the robot to have a pre-existing knowledge of the location of the static obstacles. We exploit the ideas behind the Lyapunov-based hybrid state feedback controllers in [3] and sample-and-hold hybrid feedback in [4]. Note that these ideas have not been verified for obstacles with dynamic motion. In the first part of the paper, we present the model of the robot, the obstacle, and the environment. Then, provide a hybrid feedback controller that uses the repulsive nature of the potential field to construct a barrier that ensures that the robot avoids the detected obstacle and does not get stuck at saddle points. More precisely, we show using the ideas in this paper that the robot can successfully evade multiple obstacles of unknown locations. By simulation, we validate the algorithm and show that using alternative collision avoidance methods, such as modified rotational velocity fields around obstacles in [8].

II. PRELIMINARIES

A. Notation

The $n$-dimensional Euclidean space is denoted as $\mathbb{R}^n$. The set of natural numbers and 0 is denoted as $\mathbb{N}$. For any two vectors $x, y$, we equivalently write $(x, y)$ and $[x^\top y^\top]^\top$. The set with two elements $\{1,2\}$ is denoted as $Q$. $\hat{C}$ denotes the set $[c, \bar{c}]$ where $0 < c \leq \bar{c} \in \mathbb{R}$. $\mathcal{Z}$ denotes the set $\mathbb{R}^2 \times \mathbb{R}^2 \times \mathbb{N} \times \hat{C} \times Q$. $\mathcal{A}$ denotes the set to render asymptotically stable and is the target set. $\mathcal{B}$ denotes the unit ball in Euclidean space centered at the origin. The $i^{th}$ obstacle is denoted as $i \in \mathbb{N}$, $\mathcal{N}$ denotes the set $\{1,2,\ldots,N\}$ where $N \in \mathbb{N}$. For $a, b \in \mathbb{R}^2$, $a = (a_1, a_2)$ and $b = (b_1, b_2)$, the distance function $d(a, b)$ is defined as the Euclidean distance from $a$ to $b$ given as $d(a, b) = \sqrt{(a_1 - b_1)^2 + (a_2 - b_2)^2}$. The parameter denoting the minimum distance between obstacles is $\rho > 0$. The hybrid system is denoted as $\mathcal{H}$ and its flow set by $C$, jump set by $D$, flow map by $F$, jump map by $G$.

B. Hybrid Systems Framework

We employ the hybrid system framework introduced in [1], and [6], where solutions are defined on hybrid time domains\textsuperscript{1}. In general, a hybrid system $\mathcal{H}$ has data $(C, F, D, G)$. $F$
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represents the set-valued flow map which defines the continuous dynamics on the flow set $C$, and the set-valued map $G$ defines the discrete dynamics on the jump set $D$. A hybrid system $\mathcal{H}$ with state $\chi$ is written by

$$\mathcal{H} : \left\{ \begin{array}{l}
\dot{\chi} \in F(\chi) \quad \chi \in C \\
\chi^+ \in G(\chi) \quad \chi \in D
\end{array} \right. $$

See [1], and [6] for more details.

### III. Problem Description and Models

We consider the problem of steering an autonomous robot to the desired location in the presence of multiple obstacles using a Lyapunov-based state feedback hybrid controller. We assume the existence of a function $V : \mathbb{R}^2 \to \mathbb{R}_{\geq 0}$ such that the gradient of $V$ has a global minimum at the desired target location and creates large potential around each obstacle. The location of the obstacles are unknown and is detected online, during navigation using onboard sensors.

The robot model is given by a point-mass model (see [2], [3]). Obstacles are represented as a set of points in $\mathbb{R}^2$ that can only be sensed locally and are separated from each other by a finite distance. The location of the obstacles is not known to the robot a priori. Measurements from the sensor that locally detects obstacle are instantaneous. Multiple obstacles can be detected locally at any given instant. Obstacles close to each other are treated as a single obstacle. The target location is a static point in $\mathbb{R}^2$ and is far enough from obstacles.

#### A. Robot Model

The state of the robot is given by $x = (x_1, x_2) \in \mathbb{R}^2$, where $(x_1, x_2)$ is the planar position of the robot in Cartesian coordinates. The dynamics of the robot are given by

$$\dot{x} = \begin{pmatrix} u_1 \\ u_2 \end{pmatrix} $$

(1)

where $u = (u_1, u_2) \in \mathbb{R}^2$ is the input to the robot. This simplified point-mass model allows us to focus on obstacle avoidance and is considered reasonable for navigation as observed in [2], [3].

#### B. Obstacle Model, Obstacle Detection, and Target Set

For simplicity in explaining the algorithm, the obstacles are assumed to be set of points and the location of the $i^{th}$ obstacle in Cartesian coordinates is defined as $o_i = (o_{i1}, o_{i2}) \in \mathbb{R}^2$. The obstacles are assumed to be contained within the set $o_i + b_o B$, where $b_o$ defines the radius of the disk containing the obstacles, as depicted in Fig. 1. The region around the robot defining where obstacles can be detected is $x + c B$, with $c \in C$ is a tunable obstacle detection radius around the robot and is initialized to $c = c_o \in C$. See also Fig. 1. The obstacles are located at fixed locations which are unknown until the robot is capable of detecting them, which is when

$$(o_i + b_o B) \cap (x + c B) \neq \emptyset $$

(2)

where $x$ is the state of the robot and $c$ is the obstacle detection radius.

The total number of obstacles in the system is $N \in \mathbb{N}$, $N \geq 0$ which is also unknown to the robot. For all $i, k \in \mathcal{N}$, the obstacle locations $o_i$ and $b_o$ satisfy

$$d(o_i, o_k) \geq \rho $$

(3)

$$(o_i + b_o B) \cap (o_k + b_o B) = \emptyset $$

(4)

where $\rho > 0$. The number of obstacles detected is given by the cardinality of the set $P(x, c)$, which is defined as

$$\{ i \in \mathcal{N} : (x + c B) \cap (o_i + b_o B) \neq \emptyset \} $$

(5)

IV. Hybrid Control Strategy for Avoidance of Obstacles with Unknown Locations

In this section, we introduce a general hybrid control algorithm that is capable of steering the vehicle to the desired target location while reactively avoiding the unknown obstacles in its path. The tasks performed by the algorithm are summarized as follows:

- Steer robot towards the target set $A$ by applying an input $u$ to the robot that guarantees a decrease of a properly defined potential function that vanishes at $A$.
- When obstacles are detected, evade them by creating barriers around the obstacle locations through the modification of the potential function.
- After the obstacle is avoided, remove the barriers and steer the robot towards the target set $A$ using the law that makes the potential function decrease.
- If multiple obstacles are detected, the obstacle detection radius $c$ is reduced until at most a single obstacle is detected.
A. Steering Law

Given a target location \(x_t\), let us define \(V_o : \mathbb{R}^2 \to \mathbb{R}\) as
\[
V_o(x) = \frac{1}{2}(x_1 - x_{t1})^2 + \frac{1}{2}(x_2 - x_{t2})^2 \quad \forall x \in \mathbb{R}^2
\]  
(6)
The feedback law given by minus the gradient of \(V_o\) steers the model of the robot in \(\mathbb{R}^2\) to the target set \(A\). When no obstacles are detected, i.e., when the robot is in position 1 as seen in Fig. 2, such steering law is given by
\[
u = -\nabla V_o(x) = -\left( \begin{array}{c} x_1 - x_{t1} \\ x_2 - x_{t2} \end{array} \right) \quad \forall x \in \mathbb{R}^2
\]  
(7)

B. Steering plus Barrier Law

When an obstacle is detected, i.e., (2) is satisfied for some \(i\), we modify the steering law in (7) so as to avoid the detected obstacle. We exploit the ideas in [3] and when the \(i^{th}\) obstacle is detected we construct regions of the space around it and modify \(V_o\), so that minus its gradient guarantees avoidance when used as a feedback law. Specifically, when the \(i^{th}\) obstacle is detected we construct closed sets \(W_{i1}^o, W_{i2}^o \subset \mathbb{R}^2\) such that \(W_{i1}^o \cup W_{i2}^o = \mathbb{R}^2\). These are the wedge-looking sets observed in Fig. 2 and given by \(W_o^s\) for each \(s \in Q := \{1, 2\}\). These two sets are defined such that they mirror each other horizontally at opposite ends of the obstacle \(o_i\). A minimum distance \(\delta > 0\) exists from the tip of \(W_{i1}^o\) to any point on the ball \(o_i + b_o B\). In order to define the wedge set \(W_s^o\), it is necessary to define the lines that form its boundaries, which, for each \(s \in \{1, 2\}\) are given as \(x_2 = x_1 + b_{si}, x_2 = -x_1 + b_{si}\), where \(x_1, x_2 \in \mathbb{R}\). The wedge set \(W_{i1}^o\) can then be defined as
\[
W_{i1}^o = \{(x_1, x_2) : x_2 \leq x_1 + b_{1i}, x_2 \leq -x_1 + b_{1i}\}
\]
and for wedge set \(W_{i2}^o\) as
\[
W_{i2}^o = \{(x_1, x_2) : x_2 \geq x_1 + b_{2i}, x_2 \geq -x_1 + b_{2i}\}
\]

To implement the above defined strategy, certain variables are introduced:

- The number of obstacles detected by the robot is given by the value of the variable \(p \in \mathcal{N}\).
- The location of the current detected obstacle \(o_i\) is stored in the variable \(\ell \in \mathbb{R}^2\). When multiple obstacles are detected, the value stored in \(\ell\) remains unchanged.
- The appropriate wedge set \(W_{\ell}^o\) or \(W_{\ell}^o\) to be used is tracked by the variable \(q \in Q\).

When a single obstacle is detected, i.e., when the robot is in position 2 as seen in Fig. 2. The wedge set \(W_{\ell}^o\) is then used to create a barrier around the obstacle which is used to define the feedback law. When multiple obstacles are detected simultaneously as seen in Fig. 3, i.e., \(p > 1\), the value of \(c\) is multiplied by the parameter \(\eta \in (0, 1)\) so as to reduce the radius of the detection region. This is done to ensure that the robot avoids at most one obstacle at a time. With the above definition, the proposed control law is given by minus the gradient with respect to \(x\)
\[
V_q(x, \ell, p, c) = \begin{cases} V_o(x) & \text{if } |P(x, c)| = 0 \\ V_o(x) + B(\tilde{d}_q(x, \ell)) & \text{if } |P(x, c)| = 1 \end{cases}
\]  
(8)
where \(V_o\) and \(B \circ \tilde{d}_q\) are continuously differentiable. The barrier function \(B : \mathbb{R}_{\geq 0} \to \mathbb{R}\) gives large potential close to the obstacle and is defined as
\[
B(y) = \begin{cases} (y - 1)^2 \ln \frac{1}{y} & \text{if } y \in [0, 1] \\ 0 & \text{if } y > 1 \end{cases}
\]  
(9)
The barrier function is evaluated at \(\tilde{d}_q(x, \ell)\) along flows, which are only allowed for \(x\) on the current wedge and for each \(\ell = o_i, i \in \mathcal{N}\), where \(x \mapsto \tilde{d}_q(x, \ell)\) is a continuously differentiable function that measures the distance from any point in \(\mathbb{R}^2\) to the boundary of the wedge sets \(\overline{W}_{\ell}^q\).

As introduced in Section III-B, the set of points surrounding the robot \(x + cB\) is the obstacle detection area. When the robot has successfully evaded the obstacle as seen in position 3 in Fig. 3, the robot returns to the steering without the barrier with \(c = c_o\).

C. Hybrid Feedback Closed-Loop Algorithm

The hybrid system representing the robot under the effect of the hybrid controller \(\mathcal{H}\) seen in Fig. 4 is denoted as
\( H = (C, D, F, G) \). The controller has three inputs obtained from sensors and one control output to steer the robot. The state of the hybrid closed-loop system is denoted as \( \chi = (x, \ell, p, c, q) \in \mathcal{Z} \).

1) Jumps Triggered by the Algorithm: At every jump, the logic embedded in the Wedge Selection and c Update modules are executed. The first jump set \( D_{1a} \) is defined for regions in \( \mathbb{R}^2 \) where the robot has detected an obstacle when previously no obstacles were detected. The jump set \( D_{1b} \) is defined for regions where multiple obstacles are detected simultaneously. Both jump sets \( D_{1a} \) and \( D_{1b} \) contain points where specifically the detection region intersects the obstacle ball regions. Based on the logic as defined in Section V-B, the appropriate set-valued mapping \( G_{1a} \) and \( G_{1b} \) update the state \( \chi \). Then, to trigger jumps, when a single obstacle is detected, we define the set

\[
D_{1a} := \{ \chi \in \mathcal{Z} : |P(x, c)| = 1, p = 0 \}
\]

and the jump map \( G_{1a} \) to reset \( \ell \) and \( p \) as \( \ell^+ = \alpha_i, p^+ = |P(x, c)| \). To trigger jumps, when multiple obstacles are detected, we define the set

\[
D_{1b} := \{ \chi \in \mathcal{Z} : |P(x, c)| \geq 2 \}
\]

and the jump map \( G_{1b} \) to reset \( p \) and \( c \) as \( p^+ = |P(x, \eta c)|, c^+ = \eta c \).

For updating the logic state \( q \) and choosing the appropriate wedge to be used for the continuous dynamics, we follow the definitions used in Section IV-A of [3]. Employing two design parameters \( \mu > 1 \) and \( \lambda > 0 \), to trigger jumps that update \( q \) we define the jump set \( D_2 \) as

\[
\{ \chi \in \mathcal{Z} : V_q(x, \ell, p, c) \geq (\mu - \lambda)V_3-q(x, \ell, p, c), p \geq 1 \}
\]

and to update \( q \), we define the update law \( q^+ = 3 - q \).

The jump set \( D_3 \) represents the regions where the robot has successfully evaded the obstacles following the use of the steering plus barrier law or the detection region reduction strategy where \( c < c_o \). We define set-valued mappings \( G_3 \) such that jumps are triggered after avoidance of the obstacles when \( \chi \) is in

\[
D_3 := \{ \chi \in \mathcal{Z} : |P(x, c_o)| = 0, p \geq 1 \}
\]

at which events, we define \( G_3 \) to update \( p \) and \( c \) according to \( p^+ = |P(x, c)|, c^+ = c_o \). The jump set is defined as \( D = D_1 \cup D_2 \cup D_3 \), where \( D_1 := D_{1a} \cup D_{1b} \), collecting the above definitions, the jump map is

\[
G(\chi) := \begin{cases} 
G_{1a}(\chi) & \text{if } \chi \in D_{1a} \setminus D_2 \\
G_{1b}(\chi) & \text{if } \chi \in D_{1b} \setminus D_2 \\
G_2(\chi) & \text{if } \chi \in D_2 \setminus (D_{1a} \cup D_{1b} \cup D_3) \\
G_3(\chi) & \text{if } \chi \in D_3 \setminus D_2 \\
\{G_{1a}(\chi), G_2(\chi)\} & \text{if } \chi \in D_1 \cap D_2 \\
\{G_{1b}(\chi), G_2(\chi)\} & \text{if } \chi \in D_{1b} \cap D_2 \\
\{G_3(\chi), G_2(\chi)\} & \text{if } \chi \in D_3 \cap D_2 
\end{cases}
\]

(10)

2) Continuous Dynamics of the Algorithm: The flow set is given by \( C = C_1 \cup C_2 \cup C_3 \). The flow set \( C_1 \) is defined as the region in \( \mathbb{R}^2 \) with no obstacles present, i.e., \( |P(x, c)| = 0, p = 0 \), and the radius of the detection region \( c = c_o \). More precisely

\[
C_1 := \{ \chi \in \mathcal{Z} : x \in \mathbb{R}^2, |P(x, c)| = 0, p = 0, c = c_o \}
\]

When a single obstacle is detected, and after \( G_{1a} \) is executed, we follow the construction used in Section IV-B of this paper and Section IV-A of [3] for the flow set \( C_2 \), which is given as

\[
\{ \chi \in \mathcal{Z} : V_q(x, \ell, p, c) \leq \mu V_3-q(x, \ell, p, c), |P(x, c)| = 1, p \geq 1 \}
\]

When multiple obstacles are detected, after \( G_{1b} \) is executed, the strategy used in Section V-C is implemented resulting in the reduction of the radius of detection region such that \( c \leq c_o + \epsilon \) for some constant \( \epsilon > 0 \). The flow following this strategy is captured by the flow set \( C_3 \) defined as

\[
\{ \chi \in \mathcal{Z} : x \in \mathbb{R}^2, |P(x, c_o)| \geq 1, |P(x, c)| = 0, p \geq 1 \}
\]

The continuous dynamics are defined by the flow map

\[
F(\chi, \kappa(x, \ell, p, q)) = \begin{pmatrix} \kappa(x, \ell, p, q) \\ 0 \\ 0 \\ 0 \end{pmatrix}
\]

(11)

where \( \kappa \) is the output of the hybrid controller which, is given by

\[
\kappa(x, \ell, p, q) = -k \nabla V_q(x, \ell, p, c) = -k \begin{pmatrix} \frac{\partial V_q(x, \ell, p, c)}{\partial \ell} \\ \frac{\partial V_q(x, \ell, p, c)}{\partial p} \\ \frac{\partial V_q(x, \ell, p, c)}{\partial c} \end{pmatrix}
\]

(12)
Fig. 5. The convergence of the robot to the target position with avoidance of one obstacle.

where, \(k > 0\), and for each \(k \in \{1, 2\}\)

\[
\frac{\partial V_q(x, \ell, p, c)}{\partial x_k} = (x_k - x_{1k}) + 2(\tilde{d}_q(x, \ell) - 1) \frac{\partial \tilde{d}_q(x, \ell)}{\partial x_k} \ln \frac{1}{\tilde{d}_q(x, \ell)} - \frac{1}{\tilde{d}_q(x, \ell)} (\tilde{d}_q(x, \ell) - 1)^2 \frac{\partial \tilde{d}_q(x, \ell)}{\partial x_k}
\]

\(3)\) Closed-Loop System: It can be shown that the controller globally steers the robot to the target set \(A\). Consider the function \(V_q\) in (8). When the robot position is in the subsets of the flow set \(C_1\) or \(C_3\), the gradient of \(V_q\) is given as

\[
\nabla_x V_q(x, \ell, p, c) = \begin{pmatrix} x_1 - x_{11} \\ x_2 - x_{12} \end{pmatrix} \quad \forall x \in \mathbb{R}^2
\]

\(14)\)

V. NUMERICAL VERIFICATION

In this section, we show the successful convergence of the robot to the target position \(x_t\) for four different scenarios. \(^3\)

A. Scenario 1: Single Obstacle

This simulation is conducted for a single obstacle \(o_1\) with robot starting position at \(x_o\). The robot converges to \(x_t\) when the obstacle ball set \(o_1 + b_1\mathbb{B}\) is detected. The robot position is then determined by the steering plus barrier law such that the trajectory of the robot is pushed below the obstacle \(o_1\) as defined by the wedge \(W_1^{o_1}\), the distance to which, is used as the input to the barrier function \(B\). Once, the obstacle is evaded, the robot position converges to the target position \(x_t\) with gradually decreasing \(V_q\) and can be observed in Fig. 5, 6.

B. Scenario 2: Two Obstacles

There are two obstacles present in Fig. 7 at positions \(o_1\) and \(o_2\). As the robot converges to \(x_t\), the first obstacle is detected first and wedge set \(W_1^{o_1}\) is used as the input to the steering plus barrier law to avoid the obstacle. After avoiding the first obstacle, the steering causes the detection of the second obstacle, wherein wedge set \(W_2^{o_2}\) is used as input to the steering plus barrier law for avoidance. After both obstacles are avoided, the robot converges to \(x_t\) as observed in Fig. 7.

C. Scenario 3: Four Obstacles

In this scenario, four obstacles are placed close to each other. Obstacle \(o_1\) is detected first, and the wedge set \(W_1^{o_1}\) is used for the steering plus barrier law. The steering that follows allows for detection of the subsequent obstacles \(o_2, o_3, o_4\). Each obstacle is evaded successfully following the steering plus barrier law which uses the wedge set \(W_1^{o_1}\) as the input to the barrier function \(B\) and can be observed in Fig. 8.

D. Scenario 4: Detection Region Reduction

In Fig. 9, the location of the obstacles \(o_1, o_2\) are detected simultaneously, i.e., robot position is in \(D_{1b}\). The detection

\(^3\)Source Code: github.com/HybridSystemsLab/HybridAvoidanceControl
Fig. 8. The robot detects obstacles $o_1, o_2, o_3,$ and $o_4$ with $q = 1$ thus using the wedge $W_{oi_1}$ for the steering plus barrier law.

region $x + cB$ is reduced by $\eta$ in order to allow for flow. In this scenario, the detection region is reduced and the robot moves forwards until the obstacles are detected again which causes the detection region to be reduced further. This process keeps repeating until no obstacle is detected.

VI. CONCLUSIONS

We have shown and numerically verified that a hybrid controller can be used for autonomous navigation with avoidance of multiple obstacles where locations of the obstacle are not known priorly. This work can be expanded to three dimensions and the motion of the robot determined using Dubin’s model.
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