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#### Abstract

We derive optimality conditions for the paths of a Dubins vehicle when the state space is partitioned into two patches with different vehicle's forward velocity. We recast this problem as a hybrid optimal control problem and solve it using optimality principles for hybrid systems. Among the optimality conditions, we derive a "refraction" law at the boundary of the patches which generalizes the so-called Snell's law of refraction in optics to the case of paths with bounded maximum curvature.


## 1 Introduction

Control algorithms that are capable of steering autonomous vehicles to satisfy a given set of specifications, like initial and final constraints, and at the same time, guarantee certain optimality conditions are very appealing to applications in robotics and aerospace. This has led researchers to strive for control design tools that adequately incorporate both trajectory constraints and measures of optimality. As a consequence, many results from the theory of optimal control, in particular, those that guarantee time optimality, have found wide applicability in autonomous vehicle control problems.

Perhaps, the earliest result on time-optimal control laws for autonomous vehicles modeled as a particle moving with constant, positive forward velocity and with constrained minimum turning radius is the work by Dubins [1]. While Dubins used only geometric arguments to establish his results, a few years later, the appearance of Pontryagin's Maximum Principle in [2] enabled the authors in [3] to systematically recover Dubins results. Moreover, building from the work of Reeds and Shepp [4], the application of Pontryagin's optimality principle permitted the authors in $[5,3]$ to derive similar results for a vehicle model without forward velocity constraints.

In this paper, we consider autonomous vehicles with dynamics governed by

$$
|u| \leq 1, \quad\left\{\begin{array}{l}
\dot{x}=v \sin \theta  \tag{1}\\
\dot{y}=v \cos \theta \\
\dot{\theta}=u
\end{array}\right.
$$

where $(x, y)$ is the vehicle's position, $\theta$ is the angle between the vehicle and the vertical axis determining the vehicle's orientation, $u$ is the angular acceleration input for the vehicle, and $v$ is the vehicle's forward velocity. This vehicle model is usually referred to as Dubins vehicle. We consider the case of heterogeneous velocity along the terrain where the vehicle is deployed. Two different velocities, $v_{1}$ and $v_{2}$, define the constant, forward velocity of Dubins vehicle on two patches of the plane, patch $\mathcal{P}_{1}$ and patch $\mathcal{P}_{2}$, depicted in Figure 1. We are interested in the following problem:

Find the minimum-time path for Dubins vehicle from an initial point and angle in patch $\mathcal{P}_{1}$ to a final point and angle in patch $\mathcal{P}_{2}$.

Figure 1 shows possible initial and final vehicle configurations, which are denoted by $\left(x^{0}, y^{0}, \theta^{0}\right)$ and $\left(x^{1}, y^{1}, \theta^{1}\right)$, respectively, for which a minimum-time path is to be found. To the best of our knowledge, the problem described above has not been addressed in the past, perhaps due to the fact that the classical Pontryagin's Maximum Principle is not applicable because of the discontinuous behavior at the common boundary between the patches.


Fig. 1. Dubins vehicle on an heterogeneous terrain. The initial configuration is given by $\left(x^{0}, y^{0}, \theta^{0}\right)$ and the final configuration by $\left(x^{1}, y^{1}, \theta^{1}\right)$. The forward velocity in patch $\mathcal{P}_{1}$ is smaller than the forward velocity in patch $\mathcal{P}_{2}$.

By recasting this problem into an optimal hybrid control problem and applying principles of optimality for hybrid systems, we establish the following conditions that illuminate important characteristics of optimal paths:

- The portions of the paths that remain in either patch are Dubins optimal.
- Optimal paths are such that, at the boundary between the patches, their type does not change; that is, the type of path right before and after crossing the boundary are the same.
- Optimal paths that cross the boundary describing a straight line are orthogonal to the boundary.
- The angles of the path pieces before and after crossing the boundary satisfy a "refraction" law, which consists of a generalization of Snell's law of refraction in optics.

Applications of these results include optimal motion planning of autonomous vehicles in environments with obstacles, different terrains properties, and other topological constraints. Strategies that steer autonomous vehicles across heterogeneous terrain using Snell's law of refraction have already been recognized in the literature and applied to point-mass vehicles; see, e.g., $[6,7]$. Our results extend those to the case of autonomous vehicles with Dubins dynamics.

The remainder of the paper is organized as follows. Section 2 discusses related background to the optimal control problem outlined above and introduces general notation. In Section 3, we present a hybrid model which, as shown in that same section, enable us to formulate the problem of study in an optimal hybrid control framework. In Section 4, we establish necessary conditions for optimality of paths including a refraction law at the boundary of the patches. Due to space constraints, the technical proofs are omitted and will be published elsewhere.

## 2 Background

Pontryagin's Maximum Principle [2] is a very powerful tool to derive necessary conditions for optimality of solutions to a dynamical system. In words, this principle establishes the existence of an adjoint function with the property that, along optimal system solutions, the Hamiltonian obtained by combining the system dynamics and the cost function associated to the optimal control problem is minimized. In its original form, this principle is applicable to optimal control problems with dynamics governed by differential equations with continuously differentiable right-hand sides.

The shortest path problem between two points with specific tangent direction and bounded maximum curvature has received wide attention in the literature. In his pioneer work in [1], by means of geometric arguments, Dubins showed that optimal paths to this problem consist of a smooth concatenation of no more than three pieces, each of them describing either a straight line, denoted by $\mathcal{L}$, or a circle, denoted by $\mathcal{C}$ (when the circle is traveled clockwise, we write $\mathcal{C}^{+}$, while when the circle is traveled counter-clockwise, we write $\mathcal{C}^{-}$), and are either of type $\mathcal{C C C}$ or $\mathcal{C} \mathcal{L C}$, that is, they are among the following six types of paths

$$
\begin{equation*}
\mathcal{C}^{-} \mathcal{C}^{+} \mathcal{C}^{-}, \mathcal{C}^{+} \mathcal{C}^{-} \mathcal{C}^{+}, \mathcal{C}^{-} \mathcal{L \mathcal { C } ^ { - }}, \mathcal{C}^{+} \mathcal{L C}^{+}, \mathcal{C}^{+} \mathcal{L C ^ { - }}, \mathcal{C}^{-} \mathcal{L \mathcal { C } ^ { + }} \tag{2}
\end{equation*}
$$

in addition to any of the subpaths obtained when some of the pieces (but not all) have zero length. More recently, the authors in [3] recovered Dubins' result by using Pontryagin's Maximum Principle; see also [5]. Further investigations of the properties of optimal paths to this problem and other related applications of Pontryagin's Maximum Principle include [8-10], to just list a few.

Optimal control problems exhibiting discontinuous/impulsive behavior, like the heterogeneous version of Dubins' problem outlined in Section 1, cannot be
solved using the classical Pontryagin's Maximum Principle. Extensions of this principle to systems with discontinuous right-hand side appeared in [11] while extensions to hybrid systems include [12], [13], and [14]. These principles establish the existence of an adjoint function which, in addition to conditions that parallel the necessary optimality conditions in the principle by Pontryagin, satisfies certain conditions at times of discontinuous/jumping behavior. The applicability of these principles to relevant problems have been highlighted in $[12,15,16]$. These will be the key tool in deriving the results in this paper.

### 2.1 Notation

We use the following notation throughout the paper. $\mathbb{R}^{n}$ denotes $n$-dimensional Euclidean space. $\mathbb{R}$ denotes the real numbers. $\mathbb{R}_{\geq 0}$ denotes the nonnegative real numbers, i.e., $\mathbb{R}_{\geq 0}=[0, \infty)$. $\mathbb{N}$ denotes the natural numbers including 0 , i.e., $\mathbb{N}=\{0,1, \ldots\}$. Given $k \in \mathbb{N}, \mathbb{N}_{\leq k}$ denotes $\{0,1, \ldots, k\}$. Given a set $S, \bar{S}$ denotes its closure and $S^{\circ}$ denotes its interior. Given a vector $x \in \mathbb{R}^{n},|x|$ denotes the Euclidean vector norm. Given $U:=[-1,1], \mathcal{U}$ denotes the set of all piecewisecontinuous functions $u$ from subsets of $\mathbb{R}_{\geq 0}$ to $U$.

## 3 Problem Statement

In this section, we formulate the problem of steering Dubins vehicle across heterogeneous terrain as a hybrid optimal control problem. We present a hybrid model and introduce the optimal control problem. An alternative approach is to treat this problem as a differential equation with discontinuous right-hand side and use the results in [11]. However, a hybrid control systems approach is not only more convenient from a modeling point of view as it enables the use of a sound concept of solution but also facilitates the application of more explicit optimality principles for hybrid systems, like the ones in [12].

### 3.1 Hybrid model

We denote by $\mathcal{H}_{v}$ the hybrid system that captures the dynamics of Dubins vehicle along the patches. Let $v_{1}, v_{2} \in \mathbb{R}_{>0}, v_{1} \neq v_{2}$, be the forward velocity of the vehicle on patch $\mathcal{P}_{1}$ and patch $\mathcal{P}_{2}$, respectively, where

$$
\mathcal{P}_{1}:=\left\{\left.\left[\begin{array}{ll}
x & y
\end{array}\right]^{\top} \in \mathbb{R}^{3} \right\rvert\, y \geq 0\right\}, \quad \mathcal{P}_{2}:=\left\{\left.\left[\begin{array}{ll}
x & y
\end{array}\right]^{\top} \in \mathbb{R}^{3} \right\rvert\, y \leq 0\right\}
$$

which share a common boundary $\mathcal{P}_{1} \cap \mathcal{P}_{2}=\left\{\left.\left[\begin{array}{ll}x & y\end{array}\right]^{\top} \in \mathbb{R}^{3} \right\rvert\, y=0\right\}$; see Figure 1. Let $q$ be a discrete state taking value in $Q:=\{1,2\}$ that indicates the current patch to which the vehicle belongs to. Following the vehicle's dynamics in (1),

$$
\left[\begin{array}{c}
\dot{\xi}  \tag{3}\\
\dot{q}
\end{array}\right]=\left[\begin{array}{c}
f_{q}(\xi, u) \\
0
\end{array}\right] \quad \xi \in \mathcal{P}_{q}
$$

with

$$
\xi:=\left[\begin{array}{l}
x \\
y \\
\theta
\end{array}\right] \in \mathbb{R}^{3} \quad \text { and } \quad f_{q}(\xi, u):=\left[\begin{array}{c}
v_{q} \sin \theta \\
v_{q} \cos \theta \\
u
\end{array}\right]
$$

define the continuous dynamics (or flows) of $\mathcal{H}_{v}$, where $\xi$ is the continuous state and $u \in \mathcal{U}$ is the control input. Then, during flows, $\xi$ captures the vehicle dynamics on the $q$-th patch while $q$ remains constant. We model the change of patch so that it occurs when $y$ is zero and the vehicle is moving away from the current patch. Then, defining a function $s: Q \rightarrow\{-1,1\}$ where $s(1)=-1$ and $s(2)=1$, the discrete dynamics (or jumps) of $\mathcal{H}_{v}$ are given by

$$
\left[\begin{array}{l}
\xi^{+}  \tag{4}\\
q^{+}
\end{array}\right]=\left[\begin{array}{c}
\xi \\
3-q
\end{array}\right] \quad \xi \in \mathcal{P}_{1} \cap \mathcal{P}_{2} \quad \text { and } \quad s(q) v_{q} \cos \theta>0
$$

which implies that at jumps $\xi$ does not change while $q$ is toggled between 1 and 2. Finally, we denote by $\zeta:=\left[\begin{array}{ll}\xi^{\top} & q\end{array}\right]^{\top}$ the full state of $\mathcal{H}_{v}$.

Following the hybrid systems framework outlined in [17] and further established in $[18,19]$, we can rewrite $\mathcal{H}_{v}$ as

$$
\mathcal{H}_{v}:\left\{\begin{aligned}
\dot{\zeta} & =f(\zeta, u) & & \zeta \in C \\
\zeta^{+} & =g(\zeta) & & \zeta \in D
\end{aligned}\right.
$$

by defining
$f(\zeta, u):=\left[\begin{array}{c}f_{q}(\xi, u) \\ 0\end{array}\right], C:=\bigcup_{q \in Q}\left(C_{q} \times\{q\}\right), g(\zeta):=\left[\begin{array}{c}\xi \\ 3-q\end{array}\right], D:=\bigcup_{q \in Q}\left(D_{q} \times\{q\}\right)$,
where $C_{q}:=\mathcal{P}_{q}$ and $D_{q}:=\left\{\xi \in \mathbb{R}^{3} \mid y=0, s(q) v_{q} \cos \theta>0\right\}$ for each $q \in Q$. Then, $\mathcal{H}_{v}$ is determined by the data $(f, C, g, D)$, where $f$ is the flow map, $C$ is the flow set, $g$ is the jump map, and $D$ is the jump set. As in [17], solutions to $\mathcal{H}_{v}$ are given by hybrid arcs on hybrid time domains. Hybrid time domains use a variable $t$ to indicate flow time and an index $j$ to keep track of the number of jumps, and hence, parametrize solutions by $(t, j)$. A subset $E$ of $\mathbb{R}_{\geq 0} \times \mathbb{N}$ is a hybrid time domain if it is the union of infinitely many intervals of the form $\left[t_{j}, t_{j+1}\right] \times\{j\}$, where $0=t_{0} \leq t_{1} \leq t_{2} \leq \ldots$, or of finitely many such intervals, with the last one possibly of the form $\left[t_{j}, t_{j+1}\right] \times\{j\},\left[t_{j}, t_{j+1}\right) \times\{j\}$, or $\left[t_{j}, \infty\right) \times\{j\}$. (Note that the $t$ component of elements $(t, j) \in E$ does not uniquely define the index $j$ since, in this framework, multiple jumps at the same $t$ are possible.) Then, given a control input $u \in \mathcal{U}$, solutions to $\mathcal{H}_{v}$ are given by functions, called hybrid arcs, $\zeta: \operatorname{dom} \zeta \rightarrow \mathbb{R}^{4}$, where dom $\zeta$ is a hybrid time domain, $t \mapsto \xi(t, j)$ is a locally absolutely continuous function for each fixed $j, t \mapsto q(t, j)$ is a piecewise constant function for each fixed $j$, and $\zeta$ satisfies the flow and jump conditions mentioned above. More precisely, given an input $u \in \mathcal{U}$, a hybrid $\operatorname{arc} \zeta$ is a solution to the hybrid system $\mathcal{H}_{v}$ if $\zeta(0,0) \in C \cup D$, $\operatorname{dom} \zeta=\operatorname{dom} u$, and:
(S1) For all $j \in \mathbb{N}$ and almost all $t$ such that $(t, j) \in \operatorname{dom} \zeta^{1}$,

$$
\zeta(t, j) \in C, \quad \dot{\zeta}(t, j)=f(\zeta(t, j), u(t, j))
$$

(S2) For all $(t, j) \in \operatorname{dom} \zeta$ such that $(t, j+1) \in \operatorname{dom} \zeta$,

$$
\zeta(t, j) \in D, \quad \zeta(t, j+1)=g(\zeta(t, j))
$$

Inputs $u$ given as signals $t \mapsto u(t)$ for each $t \in \mathbb{R}_{\geq 0}$ can be rewritten on a hybrid time domain $E$ by defining, with some abuse of notation, $u(t, j):=u(t)$ for each $(t, j) \in E$. Note that solutions to $\mathcal{H}_{v}$ exist from every point in $C \cup D=\mathbb{R}^{3} \times Q$. In particular, solutions are allowed to flow in the boundary $\mathcal{P}_{1} \cap \mathcal{P}_{2}$ with either $q=1$ or $q=2$; such a feature cannot be captured with a differential equation with discontinuous right-hand side or with a (regular) differential inclusion without adding extra solutions. Also note that since the sets $D_{q}$ are not closed subsets of $\mathbb{R}^{3}$, the regularity property for $D$ required in $[18,19]$ does not hold (the flow map, jump map, and jump set of $\mathcal{H}_{v}$ satisfy the properties therein). While such a regularity is not required for the results in this paper to be true, it turns out that, as shown in [19], it highlights the presence of undesirable solutions if the sets $D_{q}$ were to be closed or small noise entered through the state.

### 3.2 Hybrid optimal control problem

We consider the following hybrid optimal control problem. Given $\left(x^{0}, y^{0}, \theta^{0}\right) \in$ $C_{1}^{\circ}$ and $\left(x^{1}, y^{1}, \theta^{1}\right) \in C_{2}^{\circ}$ :
$(\star)$ Minimize the transfer time $T \in \mathbb{R}_{\geq 0}$ subject to:
(C1) Dynamical constraint: dynamics of $\mathcal{H}_{v}$ given in (3)-(4).
(C2) Input constraint: $u \in \mathcal{U}$.
(C3) Initial and terminal constraints: every optimal solution $(\xi, q)$ to $\mathcal{H}_{v}$ satisfies the initial constraint $(x(0,0), y(0,0), \theta(0,0))=\left(x^{0}, y^{0}, \theta^{0}\right)$ and the terminal constraint $(x(T, J), y(T, J), \theta(T, J))=\left(x^{1}, y^{1}, \theta^{1}\right)$ for some $(T, J) \in \operatorname{dom}(\xi, q)$.

The number of jumps required to solve $(\star)$ is finite, given by $J-1$, and no smaller than one; hence, optimal solutions to ( $\star$ ) are not Zeno. The initial and final constraints are such that solutions can flow from some time before their first jump and after their final jump (that is, the first jump is at some $\left(t_{1}, 0\right)$ with $t_{1}>0$ and the last jump is at some $\left(t_{J}, J-1\right)$ with $\left.t_{J}<T\right)$. This is a technical requirement for the application of the hybrid maximum principle in [12] in the next section.

[^0]
## 4 Necessary conditions for optimality

Necessary optimality conditions for solutions to $\mathcal{H}_{v}$ solving ( $*$ ) can be obtained using the principle of optimality for hybrid systems in [12] (see also [20] and [15]). Under further technical assumptions, Theorem 1 in [12] establishes that there exists an adjoint pair $\left(\lambda, \lambda_{\circ}\right)$, where $\lambda$ is a function and $\lambda_{\circ}$ is a constant, which, along optimal solutions to $(\star)$, satisfies certain Hamiltonian maximization, nontriviality, transversality, and Hamiltonian value conditions. In particular, [12, Theorem 1] can be applied to the optimal control problem ( $\star$ ) to deduce the following optimality conditions for the paths.

Proposition 1 (properties of $(\star)$ ). For each optimal solution $(\xi, q)$ to ( $\star$ ) with optimal control $u$, minimum transfer time $T$, and $J-1$ number of jumps, there exists a function $\lambda: \operatorname{dom} \lambda \rightarrow \mathbb{R}^{3}, \lambda:=[\alpha \beta \gamma]^{\top}, \operatorname{dom} \lambda=\operatorname{dom}(\xi, q)$, where $t \mapsto \lambda(t, j)$ is absolutely continuous for each $j,(t, j) \in \operatorname{dom} \lambda$, and a constant $\lambda_{\circ} \in \mathbb{R}$ defining the adjoint pair $\left(\lambda, \lambda_{\circ}\right)$ satisfying:
a) $\lambda_{\circ} \geq 0$ and $\dot{\lambda}(t, j)=-\frac{\partial H_{q(t, j)}}{\partial \xi}\left(\xi(t, j), \lambda(t, j), \lambda_{\circ}, u(t, j)\right)$ for almost every $t \in\left[t_{j}, t_{j+1}\right],(t, j) \in \operatorname{dom} \lambda$, where, for each $q \in\{1,2\}, H_{q}: \mathbb{R}^{3} \times \mathbb{R}^{3} \times \mathbb{R} \times$ $\times U \rightarrow \mathbb{R}$ is the Hamiltonian associated with the continuous dynamics of $\mathcal{H}_{v}$, which is given by

$$
H_{q}\left(\xi, \lambda, \lambda_{\circ}, u\right)=\alpha v_{q} \sin \theta+\beta v_{q} \cos \theta+\gamma u-\lambda_{\circ}
$$

for each $q \in Q$.
b) There exist $\bar{\alpha}, \bar{\beta} \in \mathbb{R}$ and, for each $j \in \mathbb{N}_{\leq J}$, there exists $p_{j} \in \mathbb{R}$ such that $\alpha(t, j):=\bar{\alpha}$ for all $(t, j) \in \operatorname{dom}(\xi, q), \overline{\beta( } t, j):=\bar{\beta}+p_{j}$ for almost all $t \in[0, T],(t, j) \in \operatorname{dom}(\xi, q)$, and $\gamma(t, j)=\gamma(t, j+1)$ for each $(t, j)$ such that $(t, j),(t, j+1) \in \operatorname{dom} \lambda$.
c) For every $(t, j) \in \operatorname{dom}(\xi, q)$ such that $\gamma(t, j) \neq 0, u(t, j)=\operatorname{sgn}(\gamma(t, j))$; and for every $(t, j) \in \operatorname{dom}(\xi, q)$ such that $\gamma(t, j)=0, u(t, j)=0$.
d) For every $(t, j) \in \operatorname{dom}(\xi, q)$ such that $\gamma(t, j)=0, \beta(t, j) \tan \theta(t, j)=\alpha(t, j)$.

Remark 1. The proof of Proposition 1 uses the fact that $\mathcal{H}_{v}$ can be associated with a hybrid system $\mathcal{H}_{v}^{*}$ given in the framework in [12] and that every solution to $\mathcal{H}_{v}$ solving $(\star)$ is also a solution to $\mathcal{H}_{v}^{*}$ (agreeing with the concept of solution in $[12]^{2}$ ). This property follows by construction of $\mathcal{H}_{v}^{*}$. Hybrid systems in [12]

[^1]and [15] have a continuous state $\xi$ with flows governed by $\dot{\xi}=f_{q}(\xi, u)$ when $\xi$ belongs to a smooth manifold $\mathcal{M}_{q}$, where $q \in Q$ is a discrete state (which remains constant during flows). Jumps from mode $q$ to mode $q^{\prime}$ satisfy: 1) the switching condition $\left(\xi, \xi^{\prime}\right) \in \mathcal{S}_{q, q^{\prime}}$, where $\xi$ is the continuous state before the jump, $\xi^{\prime}$ is the continuous state after the jump, and $\mathcal{S}_{q, q^{\prime}}$ is the switching set; and 2) a temporal constraint enforcing that the jump time for the current mode is in the set $J_{q} \subset \mathbb{R}$. To obtain $\mathcal{H}_{v}^{*}$, the sets $C_{q}$ in $\mathcal{H}_{v}$ are replaced by smooth manifolds $\mathcal{M}_{q}, C_{q} \subset \mathcal{M}_{q}$, while the jump set and the jump map are replaced by the switching condition given by
$$
\mathcal{S}_{1,2}=\mathcal{S}_{2,1}=\hat{\mathcal{S}}:=\left\{(\xi, \xi) \mid y=0, \xi \in \mathbb{R}^{3}\right\}
$$
and $J_{1}=J_{2}=\mathbb{R}$. Then, the properties of the adjoint pair guaranteed by [12, Theorem 1] automatically imply item a) in Proposition 1 (see [12, Definition 9]). The condition for optimality at switches for the adjoint state $\lambda$ implies that only the second component of $\lambda$, i.e. $\beta$, has a jump while the other two components are continuous (see Remark 2). This implies item b) in Proposition 1. The Hamiltonian maximization condition guaranteed to hold by [12, Theorem 1] implies that
$$
H_{q(t, j)}\left(\xi(t, j), \lambda(t, j), \lambda_{\circ}, u(t, j)\right)=\max _{w \in U} H_{q(t, j)}\left(\xi(t, j), \lambda(t, j), \lambda_{\circ}, w\right)
$$
for almost every $t \in\left[t_{j}, t_{j+1}\right],(t, j) \in \operatorname{dom} \lambda$ (see [12, Definition 10]). It follows that the control law in item c) in Proposition 1 maximizes $H_{q}$. By integrating the adjoint state $\lambda$ when $u=0$, Proposition 1.d follows automatically.

Remark 2. [12, Theorem 1] implies that at jumps, the optimal solution, optimal control, and adjoint pair satisfy the switching condition $(-\lambda(t, j), \lambda(t, j+1)) \in$ $K_{j}^{\perp}$ for each $j$ for which there exists $t \in[0, T]$ such that $(t, j),(t, j+1) \in \operatorname{dom} \lambda$, where $K_{j}^{\perp}$ is the polar of the Boltyanskii approximating cone to $\mathcal{S}_{q(t, j), q(t, j+1)}(=$ $\hat{\mathcal{S}})$. The set $\hat{\mathcal{S}}$ is such that $K_{j}^{\perp}$ is given by $\left\{w \in \mathbb{R}^{3} \times \mathbb{R}^{3} \mid\langle w, v\rangle \leq 0 \forall v \in \hat{\mathcal{S}}\right\}$ since the Boltyanskii approximating cone to $\hat{\mathcal{S}}$ is the set itself. Then, since by definition of $\hat{\mathcal{S}}$ the second and fourth components of $v$ in $K_{j}^{\perp}$ are zero, $(-\lambda(t, j), \lambda(t, j+1)) \in K_{j}^{\perp}$ if and only if $\alpha(t, j)=\alpha(t, j+1), \gamma(t, j)=\gamma(t, j+1)$, which implies that only $\beta$ can have a jump. This property can also be obtained using the optimality principles in [14].

### 4.1 Optimality of paths

The properties of the adjoint pair $\left(\lambda, \lambda_{\circ}\right)$ and the control input $u$ in Proposition 1 can be related to properties of the continuous component $\xi$ of the solutions to ( $\star$ ). These characterize the optimal paths from given initial and terminal constraints, as the following theorem states.

[^2]Theorem 1 (optimality conditions of solutions to ( $\star$ )). Each optimal solution $(\xi, q)$ to ( $\star$ ) with optimal control $u$, minimum transfer time $T$, and $J-1$ number of jumps is such that:
a) The continuous component $\xi$ is a smooth concatenation of finitely many pieces from the set $\left\{\mathcal{C}^{+}, \mathcal{C}^{-}, \mathcal{L}\right\}$.
b) The input component $u$ is piecewise constant with finitely many pieces taking value in $\{-1,0,1\}$.
c) Each piece of the continuous component $\xi$ contained in $C_{q}, q \in Q$, is Dubins optimal between the first and last point of such piece, i.e., it is given as in (2).
d) For each $(t, j) \in \operatorname{dom}(\xi, q)$ for which $(x(t, j), y(t, j), \theta(t, j)) \in D_{q(t, j)}$, the solution has a jump and:
d.1) If the path before the jump is $\mathcal{C}$ then the path after the jump is $\mathcal{C}$.
d.2) If the path before the jump is $\mathcal{L}$ then the path after the jump is $\mathcal{L}$ and $\theta(t, j)$ is zero or any multiple of $\pi$.

Remark 3. The proof of Theorem 1 uses Proposition 1 and the fact that, since the jump condition in $\mathcal{H}_{v}$ is time independent (that is, $J_{1}=J_{2}=\mathbb{R}$ ), the Hamiltonian value condition guaranteed to hold by [12, Theorem 1] implies that there exists $h^{*} \in \mathbb{R}$ such that

$$
h^{*}=H_{q(t, j)}\left(\xi(t, j), \lambda(t, j), \lambda_{\circ}, u(t, j)\right)
$$

for almost every $t \in\left[t_{j}, t_{j+1}\right],(t, j) \in \operatorname{dom} \lambda$ (see [12, Definition 13]).
Figure 2 depicts optimal paths around the boundary of the patches. Item d.1) in Theorem 1 implies that optimal paths that cross the boundary are of the same type at each side of it. More precisely, if before crossing the boundary, the optimal path is of type $\mathcal{C}\left(\mathcal{C}^{+}\right.$or $\left.\mathcal{C}^{-}\right)$, then the optimal path after crossing the boundary is also of type $\mathcal{C}\left(\mathcal{C}^{+}\right.$or $\mathcal{C}^{-}$, respectively). Figure 2(a) depicts an optimal path of type $\mathcal{C}^{+}$. Statement d.2) in Theorem 1 implies that $\mathcal{L}$-type paths at the boundary are optimal only if they are orthogonal to the boundary. Figure 2(b) depicts this situation.

Using Theorem 1, it is possible to determine optimal families of paths for a class of solutions to $(\star)$. The following statements follow directly from Dubins' result and Theorem 1.

Corollary 1 (optimal paths w/one jump). Every optimal solution ( $\xi, q$ ) to ( $\star$ ) with only one jump is such that the continuous component $\xi$ is a smooth concatenation of $\mathcal{C}, \mathcal{L}$ paths pieces and is given by one of the following four types of paths

$$
\begin{equation*}
\mathcal{C}_{1} \mathcal{L}_{1} \mathcal{C}_{2} \mathcal{L}_{2} \mathcal{C}_{3}, \mathcal{C}_{1} \mathcal{C}_{2} \mathcal{C}_{3} \mathcal{L}_{1} \mathcal{C}_{4}, \mathcal{C}_{1} \mathcal{C}_{2} \mathcal{C}_{3} \mathcal{C}_{4} \mathcal{C}_{5}, \mathcal{C}_{1} \mathcal{L}_{1} \mathcal{C}_{2} \mathcal{C}_{3} \mathcal{C}_{4} \tag{5}
\end{equation*}
$$

in addition to any such path obtained when some of the path pieces (but not all) have zero length. Furthermore, if the path piece intersecting the boundary is of type $\mathcal{L}$, then the continuous component $\xi$ describes a path of type $\mathcal{C}_{1} \mathcal{L}_{1} \mathcal{C}_{2}$ (or any such path obtained when $\mathcal{C}_{1}$ and/or $\mathcal{C}_{2}$ have zero length).


Fig. 2. Optimal paths nearby the boundary: paths of types $\mathcal{C}^{+}$and $\mathcal{L}$ satisfying the necessary conditions in Theorem 1.

A consequence of Theorem 1 that is useful when computing optimal paths is the following.

Corollary 2 (nonoptimal paths). For the optimal control problem ( $\star$ ), solutions to $\mathcal{H}_{v}$ satisfying (C1)-(C3) with the continuous component $\xi$ describing paths that change at the boundary are nonoptimal, that is, paths that before and after the boundary are given by $\mathcal{C}^{+}$and $\mathcal{L}, \mathcal{C}^{-}$and $\mathcal{L}, \mathcal{L}$ and $\mathcal{C}^{+}, \mathcal{L}$ and $\mathcal{C}^{-}, \mathcal{C}^{+}$ and $\mathcal{C}^{-}$, or $\mathcal{C}^{-}$and $\mathcal{C}^{+}$, respectively, are nonoptimal.

Figure 3 depicts two of the path types that Corollary 2 determines to be nonoptimal.

### 4.2 Refraction law at boundary

The optimal control law given in Proposition 1.c and the properties of the component $\gamma$ of the adjoint state $\lambda$ given in Proposition 1.b imply that the control law is constant at jumps of $\mathcal{H}_{v}$ (note that $u$ is piecewise continuous for each fixed $j$ with discontinuities at $(t, j)$ 's where the path type changes). While $\theta$ remains constant at the boundary, the initial and final angles (and their variations) of the paths intersecting the boundary satisfy the following algebraic condition involving the patch velocities $v_{1}$ and $v_{2}$.

Theorem 2 (refraction law for ( $\star$ )). Let $(\xi, q)$ be an optimal solution to ( $\star$ ). Let $\theta_{1}$ and $\theta_{2}$ denote the initial and final angle, respectively, of a path piece intersecting the boundary $\mathcal{P}_{1} \cap \mathcal{P}_{2}$, as show in Figure 4. Let $\Delta \theta_{1}, \Delta \theta_{2} \in \mathbb{R}$ be given by $\Delta \theta_{1}:=\theta^{*}-\theta_{1}, \Delta \theta_{2}:=\theta_{2}-\theta^{*}$, where $\theta^{*}$ is the angle between the path


Fig. 3. Nonoptimal paths at the boundary: paths of type $\mathcal{C}^{+} / \mathcal{C}^{-}$and $\mathcal{L} / \mathcal{C}^{-}$changing at the boundary and hence, not satisfying the necessary conditions for optimality in Theorem 1.
and the boundary $\mathcal{P}_{1} \cap \mathcal{P}_{2}$ at their intersection (with respect to the vertical axis). If the path piece intersecting $\mathcal{P}_{1} \cap \mathcal{P}_{2}$ is of type $\mathcal{C}$, then $v_{1}, v_{2}, \theta_{1}, \theta_{2}, \Delta \theta_{1}$ and $\Delta \theta_{2}$ satisfy

$$
\begin{equation*}
\frac{v_{1}}{v_{2}}=\frac{1+\cot \theta_{2} \cot \left(\frac{\Delta \theta_{1}-\Delta \theta_{2}}{2}+\frac{\theta_{1}+\theta_{2}}{2}\right)}{1+\cot \theta_{1} \cot \left(\frac{\Delta \theta_{1}-\Delta \theta_{2}}{2}+\frac{\theta_{1}+\theta_{2}}{2}\right)}, \tag{6}
\end{equation*}
$$

and if the path piece intersecting $\mathcal{P}_{1} \cap \mathcal{P}_{2}$ is of type $\mathcal{L}$, then $\theta_{1}$ and $\theta_{2}$ are equal to $\pi$.

Remark 4. Equation (6) in Theorem 2 implies that for a path of type $\mathcal{C}$ intersecting $\mathcal{P}_{1} \cap \mathcal{P}_{2}$ to be optimal, $\theta_{1}, \theta_{2}, \Delta \theta_{1}$ and $\Delta \theta_{2}$ shown in Figure 4 must satisfy (6). When the path intersecting $\mathcal{P}_{1} \cap \mathcal{P}_{2}$ is of type $\mathcal{L}$, by Corollary 1 , the path $\mathcal{L}$ is orthogonal to $\mathcal{P}_{1} \cap \mathcal{P}_{2}$ and consequently, there is no "refraction" at the boundary. This is depicted in Figure 2(b). The proof of Theorem 2 follows from the properties of the optimal solution and adjoint state at jumps stated in Theorem 1 and Proposition 1.d.

Equation (6) can be interpreted as a refraction law at the boundary of the two patches for the angles (and their variations) $\theta_{1}, \theta_{2}$ (and $\Delta \theta_{1}, \Delta \theta_{2}$ ). This parallels Snell's law of refraction in optics, which states a relationship between the angles of rays of light when passing through the boundary of two isotropic media with different refraction coefficients. More precisely, given two media with

(a) Refraction for $\mathcal{L C} \mathcal{L}$-type of path nearby the boundary. The $\mathcal{L}$ path pieces define the angles $\theta_{1}, \theta_{2}$ and their variations $\Delta \theta_{1}, \Delta \theta_{2}$.

(b) Refraction for $\mathcal{C C C}$-type of path nearby the boundary. The tangents (plotted with .- lines) at the point of path change define the angles $\theta_{1}, \theta_{2}$ and their variations $\Delta \theta_{1}, \Delta \theta_{2}$.

Fig. 4. Refraction law for paths at the boundary. The initial and final angles of optimal paths intersecting the boundary given by $\theta_{1}$ and $\theta_{2}$, respectively, and their variations $\left(\Delta \theta_{1}, \Delta \theta_{2}\right)$ satisfy equation (6), which is a generalization of Snell's law of refraction.
different refraction indexes $v_{1}$ and $v_{2}$, Snell's law of refraction states that

$$
\begin{equation*}
\frac{v_{1}}{v_{2}}=\frac{\sin \theta_{1}}{\sin \theta_{2}} \tag{7}
\end{equation*}
$$

where $\theta_{1}$ is the angle of incidence and $\theta_{2}$ is the angle of refraction. This law can be derived by solving a minimum-time problem between two points, one in each medium. Moreover, the dynamics of the rays of light can be associated to the differential equations $\dot{x}=v_{i}$, where $v_{i}$ is the velocity in the $i$-th medium, $i=1,2$. Theorem 2 generalizes Snell's law to the case when the dynamics of the rays of light are given by (1). In fact, (6) reduces to (7) when $\Delta \theta_{1}=\theta_{1}$ and $\Delta \theta_{2}=\theta_{2}$. In the context of autonomous vehicles, (6) consists of a generalization of the refraction law for optimal steering of a point-mass vehicle, as in $[6,7]$, to the Dubins vehicle case.

To further illustrate our results, consider $v_{1}=2 v_{2}>0,\left(x^{0}, y^{0}, \theta^{0}\right)$, and $\left(x^{1}, y^{1}, \theta^{1}\right)$ as depicted in Figure 5. A path corresponding to a solution to $\mathcal{H}_{v}$ matching the initial and terminal constraints is shown in Figure 5(a). Since the $\mathcal{L}$-type path piece smoothly connecting the $\mathcal{C}$-type paths at $\left(x^{0}, y^{0}, \theta^{0}\right)$ and $\left(x^{1}, y^{1}, \theta^{1}\right)$ does not intersect the boundary $\mathcal{P}_{1} \cap \mathcal{P}_{2}$ orthogonally, Theorem 1.d implies that it is nonoptimal (see also Corollary 1). Note that this path is not taking advantage of the fact that in patch $\mathcal{P}_{1}$, the vehicle can travel twice faster


Fig. 5. Optimal control of Dubins vehicle on patches with velocities $v_{1}=2 v_{2}$. The path depicted in (a) is nonoptimal since its $\mathcal{L}$-type piece is not orthogonal to the boundary $\mathcal{P}_{1} \cap \mathcal{P}_{2}$ (it is also nonoptimal since it does not exploit the fact that the maximum velocity in patch $\mathcal{P}_{1}$ is twice faster than in patch $\mathcal{P}_{2}$ ). The path depicted in (b) is a candidate for optimality as it satisfies the conditions in Theorem 1 and Corollary 1.
than in patch $\mathcal{P}_{2}$. Paths candidate for being optimal are like the one depicted in Figure 5(b) as it satisfies the conditions in Theorem 1 and Corollary 1.

## 5 Conclusions

We have derived necessary conditions for the optimality of paths with bounded maximum curvature. To establish our results, we formulated the problem as a hybrid optimal control problem and used optimality principles from the literature. Our results provide verifiable conditions for optimality of paths. These include conditions both in the interior of the patches and at their common boundary, as well as a refraction law for the angles which generalizes Snell's law of refraction in optics to the current setting. Applications of our results include optimal motion planning tasks for autonomous vehicles with Dubins vehicle dynamics.
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[^0]:    ${ }^{1} \dot{\zeta}(t, j)$ denotes the derivative of $t \mapsto \zeta(t, j)$ with respect to $t$ for a fixed $j$, which exists for almost every $t$ such that $(t, j) \in \operatorname{dom} \zeta \cap\left(\left[t_{j}, t_{j+1}\right] \times\{j\}\right)$.

[^1]:    ${ }^{2}$ In [12], solutions to hybrid systems are given on compact time intervals by absolutely continuous functions $\xi_{j}$ on $\left[t_{j}, t_{j+1}\right]$ such that, for each $j \in\{1,2, \ldots, \nu\}$ (with finite $\nu \in \mathbb{N}$ ) and for finite sequences of logic states $\left\{q_{j}\right\}$ and control inputs $\left\{u_{j}\right\}$, satisfy the flow condition $\dot{\xi}_{j}=f_{q_{j}}\left(\xi_{j}(t), u_{j}(t)\right)$ for almost all $t \in\left[t_{j}, t_{j+1}\right]$ and the jump condition $\left(\xi_{j}\left(t_{j}\right), \xi_{j+1}\left(t_{j}\right)\right) \in \mathcal{S}_{q_{j}, q_{j+1}}$ for each $t_{j}$, where $t_{j}$ denotes the jump time (which is assumed to belong to the interior of the compact time interval where solutions are defined) and $\mathcal{S}_{q_{j}, q_{j+1}}$ is the switching set at the $j$-th jump (see [12, Definition 3] for more details). Hence, passing from a solution $\zeta$ on a bounded hybrid time domain dom $\zeta$ with jumps at different $\left(t_{j}, j\right)$ 's, first jump at $\left(t_{1}, 0\right)$ with $t_{1}>t_{0}$, and last jump at

[^2]:    $\left(t_{J}, J-1\right)$ with $t_{J}<T$, where $T:=\sup \left\{t \in \mathbb{R}_{\geq 0} \mid \exists j \in \mathbb{N}\right.$ such that $\left.(t, j) \in \operatorname{dom} \zeta\right\}$ and $J:=\sup \left\{j \in \mathbb{N} \mid \exists t \in \mathbb{R}_{\geq 0}\right.$ such that $\left.\left.(t, j) \in \operatorname{dom} \zeta\right\}\right)$, to a solution as in [12, Definition 3] is straightforward.

