
Sufficient conditions for forward invariance and contractivity

in hybrid inclusions using barrier functions

MohamedMaghenem a and Ricardo G. Sanfelice a

aDepartment of Electrical and Computer Engineering, University of California, Santa Cruz.

Abstract

This paper studies set invariance and contractivity in hybrid systems modeled by hybrid inclusions using barrier functions. After
introducing the notion of barrier function, we investigate sufficient conditions to guarantee different forward invariance and
contractivity notions of a closed set for hybrid systems with nonuniqueness of solutions and solutions terminating prematurely.
We consider forward (pre-)invariance of sets, which guarantees that the maximal solutions starting from the set stay in it,
and (pre-)contractivity, which further requires that the solutions starting from the boundary of the set evolve immediately
(continuously or discretely) towards its interior. Our conditions for forward invariance and contractivity are infinitesimal and
in terms of the proposed barrier functions. Examples illustrate the results.
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1 Introduction

Forward invariance of sets for dynamical systems is a
property that requires the solutions starting in the con-
sidered set to remain in it along their entire domain
of definition. The main challenge when studying for-
ward invariance consists of providing sufficient condi-
tions while avoiding explicit computation of the system
solutions.

The study of set invariance for dynamical systems is
a key step towards analyzing their stability and safety
properties. Indeed, forward invariance has a close rela-
tionship to safety, which is a property that requires the
system solutions starting from a given set of initial con-
ditions to remain in a desired safe region [1]. Safety, also
named conditional invariance in [2], is equivalent to for-
ward invariance of a set, known as inductive invariant
in [3], which contains the set of initial conditions and
not intersecting with the unsafe region [4]. Furthermore,
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the study of set invariance can be a key step to conclude
stability properties for the system via relaxed Lyapunov
conditions, including the well-known invariance princi-
ple [5] and Matrosov Theorem [6]. In addition to safety,
the study of set invariance has also been extended in
order to guarantee some closely related notions such as
quasi-invariance, conditional quasi-invariance [7], and
contractivity [8]. The contractivity property is a strong
form of forward invariance. Indeed, a contractive set is
forward invariant, and whenever a solution starts from
its boundary, it immediately leaves the boundary and
evolves towards its interior. Contractivity is also named
strict invariance in [9]. Analyzing contractivity, which
is a strong form of forward invariance, in the context of
barrier functions is useful. Indeed, contractivity is closely
related to invariance and it has been studied in the lit-
erature, for example, when computing set-induced Lya-
punov functions [10–12]. Hence, our goal is to formalize
the differences between the two notions and how to cer-
tify each of them using barrier functions.

1.1 Background

The interest in the study and characterization of for-
ward invariance, while avoiding the computation of the
system’s solutions, dates back to the seminal work of
Nagumo in [13]. In this reference, conditions involving
the contingent cone and the system’s dynamics on the
boundary of a closed set are shown to be necessary and
sufficient to conclude, from each point in the set, the ex-
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istence of at least one solution that remains in the set.
This last property defines what is known as weak forward
invariance [14], which is equivalent to forward invari-
ance when the system’s solutions are unique. Extensions
of this result, using a similar type of cone conditions, are
presented in [9] to conclude weak forward invariance 1

for differential inclusions, in [15] for impulse differential
inclusions, and in [16] for hybrid inclusions. For systems
with continuous-time dynamics, when all the solutions
starting from a closed set are required to remain in it, as
stressed in [9], the invariance conditions concern the sys-
tem’s dynamics outside the set rather than on its bound-
ary. As a consequence, the external contingent cone is
introduced and used in [9].

The relatively stronger form of invariance called contrac-
tivity is characterized in [8] in terms of the Minkowski
functional, both for differential and difference equations,
for the particular case of convex and compact sets. For
general closed sets and for systems modeled as differen-
tial inclusions, sufficient conditions are proposed in [9]
using, roughly speaking, the interior of the contingent
cone and the system’s dynamics at the boundary of the
considered closed set. In general, the computation of the
tangent cones is not a trivial task. However, when the
considered set is defined as the zero-sublevel of a vector
function, named barrier function candidate, it is possi-
ble, under appropriate assumptions, to formulate invari-
ance and contractivity conditions using only the barrier
function candidate and the system’s dynamics.

The latter approach has been adopted in [17] and [18, 19]
for differential equations and inclusions, respectively,
and in [20] for hybrid automata. In [17], another type of
barrier function candidate is also considered. Such a bar-
rier function candidate is positive and locally bounded
on the interior of the considered set, and approaches in-
finity as its argument converges to the boundary of the
set. When using the latter notion of barrier functions,
solutions starting from the interior of the set to ren-
der invariant are not allowed to reach its boundary. In
[18], sufficient conditions for invariance in terms of nons-
mooth but locally Lipschitz barrier functions are consid-
ered with application to safe navigation for networks of
vehicles in the presence of obstacles. See also [21, 22] for
more applications. Finally, in [20], methods to synthesize
barrier functions are investigated. The latter work is ex-
tended in [23, 24] by relaxing the conditions constraining
the continuous-time evolution of the hybrid automata.

1.2 Motivation

A hybrid inclusion is defined as a differential inclusion
with a constraint, which models the flow or continuous
evolution of the system, and a difference inclusion with
a constraint, modeling the jumps, or discrete events.

1 Weak forward invariance is named viability in [9].

In particular, handling nonuniqueness of solutions in
hybrid inclusions and solutions terminating prema-
turely lead to particular forms of forward invariance
and contractivity properties that we call forward pre-
invariance and pre-contractivity, respectively, where the
prefix “pre” indicates that some solutions may have a
bounded (hybrid) time domain. The aforementioned
notions have not been covered in the literature using
barrier functions. Furthermore, having sufficient condi-
tions for forward invariance in terms of barrier functions
is useful, especially when control inputs are used to
force such conditions [1, 17], or when the invariance,
or the contractivity, task is to be combined with a sta-
bilization task to be achieved inside a safety set [25].
Furthermore, in many applications, it is often the case
that the closed set to be rendered forward invariant or
contractive corresponds to the region where multiple
scalar functions are nonpositive simultaneously. In such
a case, it is typically difficult to find a single scalar
function that defines the set of interest and, at the same
time, is sufficiently smooth. This fact motivates the
development of sufficient conditions guaranteeing for-
ward invariance and contractivity when multiple scalar
candidates define the considered set.

1.3 Contributions

In this paper, we introduce barrier functions and tools
to certify forward invariance and contractivity in hybrid
systems modeled as hybrid inclusions. We define a bar-
rier function candidate as a vector function of the state
variables. Sufficient conditions in terms of infinitesimal
inequalities – namely, without using information about
solutions – are proposed to guarantee that the set of
points on which all the components of the barrier func-
tion candidate are nonpositive is forward invariant or
contractive. More precisely, under mild conditions on
the data defining the hybrid inclusion, we present condi-
tions such that a barrier function candidate guarantees
forward pre-invariance. The proposed conditions can be
decomposed into flow and jump conditions that restrict
the continuous and the discrete evolution of the hybrid
system, respectively.

In Section 3, sufficient conditions for forward invariance
that apply when the barrier function candidate is con-
tinuously differentiable and only locally Lipschitz are
presented; see, respectively, Theorems 1 and 4. Further-
more, the flow conditions therein need to be satisfied on
a neighborhood outside the considered set. The flow con-
ditions in Theorems 1 and 4 are relaxed in Proposition
1 and Remark 13 using uniqueness functions. This re-
laxation is original to the best of our knowledge. On the
other hand, under a regularity condition on the gradient
of the barrier function candidate, known as transversal-
ity condition, which is typically assumed in the literature
(see, e.g.,[9, 26]), plus some extra regularity conditions
on the flow dynamics, in Theorem 2, the flow condition
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needs to hold only on a smaller region of the state space
which is the boundary of the considered set.

In Section 4, we analyze contractivity properties for hy-
brid systems. After a brief overview of the case of sets
that are compact and convex, which itself extends to hy-
brid inclusions the results in [8] for differential and dif-
ference equations, we introduce a notion of contractivity
for general closed sets. Furthermore, it extends to hybrid
inclusions what is proposed in [9] for differential inclu-
sions only. The proposed notion essentially requires the
system’s solutions to evolve from points on the boundary
of K towards its interior via a flow or a jump. Sufficient
conditions for contractivity in terms of the barrier func-
tion candidates defining the set are established when the
latter candidate is either continuously differentiable or
only locally Lipschitz, see Theorems 5 and 6.

The results in this paper extend what was proposed in
[17, 18, 20, 23, 24] to the more general context of hybrid
systems modeled by hybrid inclusions. That is, hybrid
inclusions offer many technical challenges that have not
been handled in the existing literature. Those challenges
are mainly due to the fact that the continuous-time evo-
lution of the hybrid inclusion is not necessarily defined
on an open set. Moreover, the considered set is defined
as the zero-sublevel set of a barrier function candidate
restricted to the set where the dynamics are defined;
namely, the union of the flow and the jump sets. Since
the latter sets can be closed, elements around the inter-
section between the two boundaries; namely, the zero-
level set of the barrier candidate and the boundary of the
flow set, needs a particular treatment. Our sufficient con-
ditions using barrier functions are alternatives to those
proposed in [16] and [9] using tangent cone-based con-
ditions. Indeed, our conditions exploit the fact that the
set is the intersection of zero-sublevel sets of scalar func-
tions; hence, the obtained conditions avoid as much as
possible the computation of tangent cones. The latter
task is known to be numerically expensive in some cases.
It is also to be noted that some of our results build upon
the well-known cone-based conditions in [9] and [14].

To the best of our knowledge, this is the first time in the
literature where the concept of barrier functions is used
for hybrid inclusions to analyze different set-invariance
properties. Preliminary versions of this work are in the
conference papers [27, 28]. However, only scalar barrier
functions are considered in [29], and many proofs, expla-
nations, and examples are omitted in both submissions.
Furthermore, compared with [27, 28], new results are
proposed in Theorem 2, Theorem 3, Theorem 4, Propo-
sition 1, and Theorem 6.

The remainder of the paper is organized as follows. Pre-
liminaries and basic conditions are presented in Section
2. Sufficient conditions of forward pre-invariance and in-
variance using barrier functions are in Section 3. Suffi-
cient conditions for pre-contractivity and contractivity

using barrier functions are in Section 4, respectively. Ex-
amples are included at each step in order to illustrate
the proposed statements. More technical details can be
found in [30].

Notation. Let R≥0 := [0,∞), N := {0, 1, . . .}, and
N∗ := {1, 2, . . . ,∞}. For x, y ∈ Rn and a nonempty set
K ⊂ Rn, x> denotes the transpose of x, |x| the norm of x,
|x|K := infy∈K |x−y| defines the distance between x and
the set K, 〈x, y〉 = x>y denotes the inner product be-
tween x and y, and 〈x,K〉 = x>K :=

{
x>z : z ∈ K

}
.

The inequalities x ≤ 0 and x < 0 mean that xi ≤ 0
and, respectively, xi < 0 for all i ∈ {1, 2, . . . , n}. The
opposites, namely, x � 0 and x ≮ 0 mean that there
exists i ∈ {1, 2, . . . , n} such that xi > 0 and, respec-
tively, xi ≥ 0. For a set K ⊂ Rn, we use int(K) to de-
note its interior, ∂K to denote its boundary, cl(K) to
denote its closure, and U(K) to denote an open neigh-
borhood around K. For a set O ⊂ Rn, K\O denotes
the subset of elements of K that are not in O. By B,
we denote the closed unit ball in Rn centered at the ori-
gin. For a function f : Rm → Rn and a set D ⊂ Rm,
f(D) = {f(x) : x ∈ D}. For a continuously differen-
tiable function B : Rn → R, ∇B(x) denotes the gradi-
ent of the function B evaluated at x. By C1, we denote
the set of continuously differentiable functions. Finally,
F : Rn ⇒ Rn denotes a set-valued map associating each
element x ∈ Rn into a subset F (x) ⊂ Rn.

2 Preliminaries and Basic Conditions

2.1 Hybrid Inclusions

We consider hybrid systems modeled by

H :

{
x ∈ C ẋ ∈ F (x)

x ∈ D x+ ∈ G(x),
(1)

with the state variable x ∈ Rn, the flow set C ⊂ Rn,
the jump set D ⊂ Rn, the flow and the jump set-valued
maps, respectively, F : Rn ⇒ Rn, G : Rn ⇒ Rn.
A solution x to H is defined on a hybrid time do-
main denoted domx ⊂ R≥0 × N. The solution x is
parametrized by the ordinary time variable t ∈ R≥0

and the discrete jump variable j ∈ N. Its domain of
definition domx is such that for each (T, J) ∈ domx,
domx ∩ ([0, T ]× {0, 1, . . . , J}) = ∪Jj=0 ([tj , tj+1], j)

for a sequence {tj}J+1
j=0 , such that tj+1 ≥ tj for each

j ∈ {0, 1, . . . , J} and t0 = 0; see [31].

A solution x toH, as defined in [30, Definition 12], start-
ing from xo is said to be complete if it is defined on an
unbounded hybrid time domain; that is, the set domx
is unbounded. Furthermore, it is said to be maximal if
there is no solution y to H such that x(t, j) = y(t, j) for
all (t, j) ∈ domx with domx a proper subset of dom y.
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Finally, it is said to be nontrivial if domx includes at
least two points. To simplify notation, we use x to de-
note the state and also a solution. We write “solution x”
to make this distinction when needed.

2.2 Anatomy of Sets

Different types of cones have been used in the study of
differential inclusions. In the following, for a setK ⊂ Rn,
we recall the ones we use in this paper, see [9] for more
details. The contingent cone of K at x is given by

TK(x) :=

{
v ∈ Rn : lim inf

h→0+

|x+ hv|K
h

= 0

}
. (2)

We also recall the equivalence [32, Page 122]

v ∈ TK(x)⇔ ∃{hi}i∈N → 0+ and {vi}i∈N → v :

x+ hivi ∈ K ∀i ∈ N. (3)

The external contingent cone of K at x is given by

EK(x) :=

{
v ∈ Rn : lim inf

h→0+

|x+ hv|K − |x|K
h

≤ 0

}
. (4)

The Dubovitsky-Miliutin cone of K at x is given by

DK(x) :={v ∈ Rn : ∃ε > 0 :

x+ δ(v + w) ∈ K ∀δ ∈ (0, ε], ∀w ∈ εB}. (5)

2.3 Basic Assumptions

The proposed results on forward invariance and contrac-
tivity of a set K ⊂ C ∪D for H are obtained under the
following standing assumption.

Standing assumption. The data of the hybrid in-
clusion H = (C,F,G,D) is such that the flow map
F is outer semicontinuous and locally bounded with
nonempty and convex images on C, and G(x) is
nonempty for all x ∈ D. Furthermore, the set K is
closed. •

We notice that, in addition to these standing assump-
tions, the hybrid basic conditions in [33, Chapter 6],
which are not imposed here, also require the setsC andD
to be closed and the jump map G to be locally bounded.

Before going further, consider the hybrid inclusion H =
(C,F,D,G) and a closed set K ⊂ C ∪D. Starting from
xo ∈ K, if a solution x leaves the set K, then it has to
be under one of the two following scenarios:

(Sc1) The solution x leaves the set K after a jump. It
implies the existence of (t, j) ∈ domx such that
x(t, j) ∈ K∩D and (t, j+1) ∈ domxwith x(t, j+
1) /∈ K and x(t, j + 1) ∈ G(x(t, j)).

(Sc2) The solution x leaves the set K by flowing.
It implies the existence of t′2 > t′1 ≥ 0 and
j′ ∈ N such that ([t′1, t

′
2] × {j′}) ⊂ domx

and x((t′1, t
′
2), j′) ⊂ (U(∂K)\K) ∩ C, with

x(t′1, j
′) ∈ ∂K and x(t′2, j

′) /∈ K.

In fact, when the set K is closed, under (Sc2), x(t′1, j
′) ∈

∂K ∩K and since the solution leaves the set K, under
[30, Definition 12], x((t′1, t

′
2], j′) is a subset of C\K for

some t′2 > t′1 sufficiently close to t′1.

3 Sufficient Conditions for Forward Pre-
Invariance and Invariance Using Barrier
Functions

Given a hybrid system H = (C,F,D,G), for a set K ⊂
C ∪D, following [16] and [33, Definition 6.25], we intro-
duce the two following forward invariance notions.

Definition 1 (Forward pre-invariance) The set K
is said to be forward pre-invariant for H if, for each
xo ∈ K and each maximal solution x starting from xo,
x(t, j) ∈ K for all (t, j) ∈ domx.

Definition 2 (Forward invariance) The set K is
said to be forward invariant for H if it is forward pre-
invariant and for each xo ∈ K, each maximal solution x
starting from xo is complete.

Furthermore, we assume that the set K is defined as
points in C ∪ D at which multiple scalar functions are
simultaneously nonpositive. These scalar functions form
a barrier function candidate defining the set K.

Definition 3 A function B : Rn → Rm is said to be a
barrier function candidate defining the set K if 2

K = {x ∈ C ∪D : B(x) ≤ 0} , (6)

where B(x) := [B1(x) B2(x) . . . Bm(x)]>.

If B is continuous, the set K is closed relative to C ∪D.
If, in addition, C ∪D is closed, then K is automatically
closed.

We introduce the following sets that we use in some
statements and proofs. For a set K given as in (6), we
define

Ke := {x ∈ Rn : B(x) ≤ 0} , (7)

and, for each i ∈ {1, 2, . . . ,m},

Kei := {x ∈ Rn : Bi(x) ≤ 0} , (8)

Mi := {x ∈ ∂K : Bi(x) = 0} . (9)

2 B(x) ≤ 0 means that Bi(x) ≤ 0 for all i ∈ {1, 2, . . . ,m}.
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It is useful to notice that Ke = ∩mi=1Kei, K = Ke∩ (C ∪
D), and that ∂K = ∪mi=1Mi ∪ (∂K ∩ ∂(C ∪D)). Note
that in general Mi 6= ∂Kei.

Remark 1 In existing literature, motivated by barrier
methods for optimization [34], barrier function candi-
dates 3 are introduced as scalar functions that are posi-
tive and locally bounded on int(K), and approach infinity
as their argument converges to ∂K [36]. The difference
between the barrier function therein and the one in Def-
inition 3 is that, the one in [36] guarantees that the so-
lutions starting from int(K) cannot reach the boundary
∂K, which in turn renders int(K) invariant (in the ap-
propriate sense), see [17] for a more detailed comparison.

Remark 2 In the case of hybrid systems modeled as hy-
brid automata, the concept of barrier functions is used
to conclude forward invariance, or safety in general, in
[20, 23, 24]. According to these references, for a hybrid
automata with m operating modes, a closed set Kq ⊂ Rn,
q ∈ {1, 2, . . . , Q}, is associated to each mode (typically
determined by the logic variable q) and must be forward
invariant for the state variable (typically denoted ζ) only
during the corresponding q mode. The sets Kq can be
different for each mode. Furthermore, since each mode
is governed by a differential equation and the state vari-
able ζ is allowed to jump only when the mode switches,
a barrier function candidate Bq is associated with each
mode and defines the corresponding set Kq as K in Def-
inition 3. Our approach covers such construction. In-
deed, if we model a hybrid automata as a hybrid inclu-
sion H while incorporating the mode as a new discrete
state variable q ∈ {1, 2, . . . , Q}, then, in the augmented
space Rn × {1, 2, . . . , Q}, we can define the set K :=

∪Qq=1 (Kq × {q}) and the candidate B(ζ, q) := Bq(ζ). It
is easy to see that the latter scalar candidate B defines
the set K according to Definition 3.

Remark 3 In our approach, we do not restrict the bar-
rier function candidate to be a scalar function. In gen-
eral, one is interested in considering a forward invariant
set K that is given by multiple inequality constraints be-
ing satisfied simultaneously. Also, we notice that it is al-
ways possible from (6) to construct a scalar barrier func-
tion candidate that defines the closed set K according to
Definition 3 as

B̄(x) := max
i∈{1,2,...,m}

Bi(x). (10)

However, by doing so, if the vector function B is C1, the
resulting barrier function candidate B̄ is not guaranteed
to be C1 and it can be only continuous. Indeed, at points
x where multiple Bi’s are equal, if their gradients are not
identical, then B̄ is not differentiable at those elements.

3 Barrier functions are also called potential functions in [35].

3.1 Pre-Invariance Under Standing Assumptions

The results we present in this section are extensions to
what has been proposed in [20, 23, 24] for general hy-
brid inclusions while handling the possible noncomplete
solutions and using multiple barrier functions instead of
only a scalar one. For general differential inclusions (the
continuous part of a hybrid inclusion), as pointed out in
[9], forward invariance of a set is a property that depends
on the system’s dynamics outside the set. Therefore, in
the following results, our flow conditions concern only a
neighborhood of the boundary ∂K relative to the com-
plement of K.

Theorem 1 Given a hybrid system H = (C,F,D,G)
and a C1 barrier function candidate B defining the set K
in (6). Then, the set K is forward pre-invariant for H
if, for each i ∈ {1, 2, . . . ,m}, there exists a neighborhood
U(Mi) such that

〈∇Bi(x), η〉 ≤ 0 ∀x ∈ (U(Mi)\Kei) ∩ C and

∀η ∈ F (x) ∩ TC(x), (11)

B(η) ≤ 0 ∀η ∈ G(x), ∀x ∈ D ∩K, (12)

G(x) ⊂ C ∪D ∀x ∈ D ∩K, (13)

where Kei and Mi are defined in (8)-(9) and TC is the
contingent cone of the set C.

PROOF. To prove the statement, we proceed by con-
tradiction. Let us assume that (11) and (13) hold and
the set K is not forward pre-invariant for H. That is,
there exists a maximal solution x starting from xo ∈ K
that leaves the set K following one of the scenarios (Sc1)
and (Sc2). First, suppose that the solution x leaves the
set K after a jump from K to Rn\K following the sce-
nario (Sc1). This implies, using (13) and the definition of
B, the existence of k ∈ {1, 2, . . . ,m} and (t, j) ∈ domx
such that (t, j+1) ∈ domx and Bk(x(t, j+1)) > 0 with
x(t, j+ 1) ∈ G(x(t, j)). However, x(t, j) ∈ K ∩D, hence
using (12), it follows that B(x(t, j + 1)) ≤ 0; in fact
B(ζ) ≤ 0 for all ζ ∈ G(x(t, j)). The latter fact yields a
contradiction. Next, suppose that the solution x leaves
the set K by flowing under scenario (Sc2). We conclude
in this case that there exists k ∈ {1, 2, . . . ,m} such that
x((t′1, t

′
2], j′) ⊂ (U(∂Kk)\Kk) ∩ C, where t′1, t′2, and j′

are as in (Sc2). Next, since the function B is assumed to
be continuously differentiable and the solution x(·, j′) is
absolutely continuous on the interval [t′1, t

′
2], it follows

that B(x(·, j′)) is also absolutely continuous on that in-
terval. By integration, it follows that

Bk(x(t′2, j
′))−Bk(x(t′1, j

′)) =∫ t′2

t′1

〈∇Bk(x(t, j′)), ẋ(t, j′)〉dt > 0 (14)

sinceBk(x(t, j′)) > 0 for all t ∈ [t′1, t
′
2] andBk(x(t′1, j

′)) =
0. However, x((t′1, t

′
2], j′) ⊂ (U(∂K)\K) ∩ C and,
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using [30, Lemma 2], we conclude that ẋ(t, j′) ∈
TC(x(t, j′)) for almost all t ∈ [t′1, t

′
2]. Moreover, us-

ing (11), we conclude that, for almost all t ∈ (t′1, t
′
2),

〈∇Bk(x(t, j)), η〉 ≤ 0 for all η ∈ F (x(t, j))∩TC(x(t, j)).
Hence, Bk(x(t′2, j)) − Bk(x(t′1, j)) ≤ 0. Hence, the con-
tradiction with (14) follows. �

Example 1 Consider the hybrid systemH with the data

C :=
{
x ∈ R2 : x2 ≥ 0, x1 ∈ [−1, 1]

}
,

F (x) :=

[
−x2

2

x2x1 − x2([2, 4]− |x|2)

]
∀x ∈ C,

D :=
{
x ∈ R2 : x2 ≤ 0, |x| < 1

}
,

G(x) := [0, x2]× [0, |x1|] ∀x ∈ D.

We establish forward pre-invariance for the closed set
K :=

{
x ∈ C ∪D : |x|2 ≤ 1, x2 ≥ 0

}
using Theorem 1.

To this end, we note that the set K can be written as
in (6) using the C1 barrier function candidate B(x) =
[B1(x) B2(x)]> := [(|x|2 − 1) − x2]>. Furthermore,
D ∩ K = (−1, 1) × {0} and, for each x ∈ D ∩ K,
G(x) = [0 [0, 1]|x1|]> ⊂ C ∪ D; hence, (13) holds.
Moreover, for each x ∈ K ∩ D and for each η ∈ G(x),
there exists ε ∈ [0, 1] such that B(η) = [(ε|x|2 − 1) −
ε|x1|]> ⊂ R≤0 × R≤0; thus, (12) holds. Next, we note
that the set (U(M2)\Ke2) ∩ C is empty and one can
choose (U(M1)\Ke1) ∩ C = {x ∈ C : |x| ∈ (1, 2)}. Con-
sequently, for each η ∈ F (x), there exists ε ∈ [0, 2]
such that 〈∇B1(x), η〉 = −x2

2(2 + ε − |x|2) ≤ 0 for all
x ∈ U(M1)\Ke1) ∩ C. Hence, (11) holds and forward
pre-invariance for H of the set K follows. Note that (11)
does not hold on the entirety of C\K.

In the following example, we apply Theorem 1 on a hy-
brid system including explicit logic variables.

Example 2 (Thermostat) Consider the hybrid model
of the thermostat system proposed in [33, Example 1.9]
with x := [q z]> ∈ R2,

C := ({0} × C0) ∪ ({1} × C1) ,

C0 := {z ∈ R : z ≥ zmin} , C1 := {z ∈ R : z ≤ zmax} ,
F (x) := [0 − z + zo + z∆q]

> ∀x ∈ C,
D := ({0} ×D0) ∪ ({1} ×D1) ,

D0 := {z ∈ R : z ≤ zmin} , D1 := {z ∈ R : z ≥ zmax} ,
G(x) := [1− q z]> ∀x ∈ D,

where z is the temperature of the room, zo represents the
natural temperature of the room when the heater is not
used, z∆ the capacity of the heater to raise the temper-
ature in the room by always being on, and q the state of
the heater, which is 1 (on) or 0 (off). We want to keep
the temperature between zmin and zmax satisfying zo <
zmin < zmax < zo + z∆. Using Theorem 1, we will show
that the setK :=

{
[q z]> ∈ C ∪D : z ∈ [zmin, zmax]

}
=

{0, 1} × [zmin, zmax] is forward pre-invariant. To do
so, we propose the barrier function candidate B(x) =
[B1(x) B2(x)]> := [z−zmax zmin−z]>. To verify (13),
we note that C ∪D = {0, 1}×R and [1− q z]> ∈ C ∪D
for all [q z]> ∈ C ∪ D. Hence, (13) is satisfied. More-
over, B(G(q, z)) = B([(1 − q) z]>) = B([q z]>) ≤ 0
for all [q z]> ∈ K ∩ D, the latter inequality holds
by definition of the barrier candidate B. Hence, (12)
is also satisfied. Finally, to verify (11), we note that
Ke1 = R × (−∞, zmax], Ke2 = R × [zmin,+∞), and
Mi = ∂Kei∩ (C ∪D) for all i ∈ {1, 2}. Furthermore, for
some ε > 0, (U(M1)\Ke1)∩C = {0}× (zmax, zmax+ ε),
and (U(M2)\Ke2) ∩ C = {1} × (zmin − ε, zmin). As
a result, 〈∇B1(x), F (x)〉 = zo − z ≤ 0 for all x ∈
(U(M1)\Ke1)∩C, and 〈∇B2(x), F (x)〉 = z−zo−z∆ ≤ 0
for all x ∈ (U(M2)\Ke2) ∩ C.

Remark 4 When the set K is defined as the zero sub-
level set of a scalar barrier function candidateB; namely,
K = {x ∈ C ∪D : B(x) ≤ 0} with m = 1, condition
(11) in Theorem 1 reduces to

〈∇B(x), η〉 ≤ 0 ∀x ∈ (U(∂K)\K) ∩ C and

∀η ∈ F (x) ∩ TC(x). (15)

Example 3 (Boucing ball) Consider the bouncing
ball hybrid model H = (C,F,D,G) with xR2,

F (x) := [x2 − γ]> ∀x ∈ C,
C :=

{
x ∈ R2 : x1 > 0, or x1 = 0 and x2 ≥ 0

}
,

G(x) := [0 − λx2]> ∀x ∈ D,
D :=

{
x ∈ R2 : x1 = 0, x2 ≤ 0

}
.

The constants γ > 0 and λ ∈ [0, 1] are the gravity accel-
eration and the restitution coefficient, respectively. Con-
sider the closed set

K := {x ∈ C ∪D : 2γx1 + (x2 − 1)(x2 + 1) ≤ 0} .

The set K can be seen as the sublevel set where the to-
tal energy of the ball is less or equal than 1/2. Hence,
B(x) := 2γx1 +(x2−1)(x2 +1) is a barrier function can-
didate defining the set K as in Definition 3. To conclude
forward pre-invariance of the set K using Theorem 1,
we start noticing that 〈∇B(x), F (x)〉 = 0 for all x ∈ C;
hence, (15) is satisfied. Moreover, for every x ∈ K ∩D,
B(G(x)) = 2γx1 + λ2x2

2 − 1 ≤ 2γx1 + x2
2 − 1 ≤ 0 since

λ ∈ [0, 1]. Hence, (12) is satisfied. Finally, (13) is satis-
fied since G(D) = {0} × R≥0 ⊂ C ∪D.

Remark 5 The flow condition (11) in Theorem 1 is
more general than those in [17, 18, 20, 23, 24] in the
sense that the inequality in (11) does not need to hold on
the entire set C. In [17, 18], the flow condition (11) is
expressed as

〈∇B(x), η〉 ≤ ρ(B(x)) ∀x ∈ C ∀η ∈ F (x),
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where ρ : R → R is an extended class-K function;
namely, ρ(0) = 0 and B 7→ ρ(B) is strictly decreasing.
Furthermore, in [23, 24], the function ρ : R → R is as-
sumed to be only locally Lipschitz with ρ(0) = 0. Hence,
the function ρ is allowed to be positive provided that its
growth is bounded locally by a linear function. We con-
sider this type of relaxation in Section 3.4. This being
said, for continuous-time systems with inputs, when the
flow inequalities hold on the entire state space, as shown
in [37], numerical methods can be employed to compute
an input value that assures safety.

Remark 6 From conditions (11) in Theorem 1, it is
straightforward to conclude that it is enough for each
barrier function candidate Bi to be of class C1 only on a
neighborhood of the boundary Mi.

Remark 7 In Theorem 1 (as well as in upcoming re-
sults), the jump condition (12) in Theorem 1 can be for-
mulated using a different barrier function candidate than
the one used to formulate the flow condition (11) in The-
orem 1. However, the two different barrier function can-
didates still need to define the same set K, according to
(6). In this paper, for simplicity, we present results using
the same barrier function candidate in the flow and the
jump conditions, but extensions to the case where they
are different are straightforward.

3.2 Pre-Invariance Under Lipschitz-Like Flow Map

In Theorem 1, the inequality in (11) needs to be satisfied
on a neighborhood outside the set K rather than just
on ∂K. This is also the case for m = 1 for which (15) is
required; see Remark 4. To assess the possibility of re-
laxing such requirement, we consider the flow condition

〈∇Bi(x), η〉 ≤ 0 ∀x ∈Mi ∩ C, ∀η ∈ F (x). (16)

We will show that under some regularity assumptions on
F andB, condition (16) can be used to conclude forward
pre-invariance of the set K ⊂ C ∪ D. Furthermore, as
we show in Example 5, when we further relax (16) to

〈∇Bi(x), η〉 ≤ 0 ∀x ∈Mi ∩ C, ∀η ∈ F (x) ∩ TC(x),

we fail to conclude forward pre-invariance of the set K.

When (16) and (12)-(13) hold, the closed set K ⊂ C∪D
can fail to be forward pre-invariant for the reasons enu-
merated below, where we assume without loss of gener-
ality that m = 1 (i.e., B is a scalar function).

1) Assume the existence of xo ∈ ∂K ∩ int(C) such that
∇B(xo) = 0. Assume also that F (xo) ⊂ DRn\K(xo),
where DRn\K is the Dubovitsky-Miliutin cone of the
set Rn\K. In this case, condition (16) is satisfied at

xo. However, according to [30, Theorem 6], there ex-
ists a nontrivial solution starting from xo and flow-
ing outside the set K. Hence, the set K is not for-
ward pre-invariant although (16) is satisfied; cf. [17,
Proposition 1]. To handle this situation, one needs to
assume that the gradient of B is non-degenerate on
∂Ke ∩ C; namely,

∇B(x) 6=0 ∀x ∈ ∂Ke ∩ C. (17)

2) When the solutions starting from xo ∈ ∂K ∩ C are
nonunique, even if∇B(xo) 6= 0, when 〈∇B(xo), η〉 =
0 for any η ∈ F (xo), we can always consider the
existence of a solution starting from xo ∈ ∂K ∩ C
with a speed that is tangent to ∂K but leaving the set
K. Such a scenario is illustrated in Example 4 below.
We also notice that this pathology does not occur
when ẋ ∈ F (x) for all x ∈ C has unique solutions.

The following example is inspired by [8, Page 1751].

Example 4 Consider the two-dimensional differential
equation ẋ = [1

√
|x2|]> =: F (x) and the set K :={

x ∈ R2 : x2 ≤ 0
}

. Note that this system can be inter-

preted as a hybrid system with C = R2, D empty, and G
arbitrary. The setK can be defined using the barrier func-
tion candidate B(x) := x2 satisfying |∇B(x)| = 1 6= 0
and 〈∇B(x), F (x)〉 = 0 for all x ∈ ∂K. However, the set
K is not forward pre-invariant since x(t) = [t (1/4)t2]>

defined for all t ≥ 0 is a solution starting from x(0) =
0 ∈ K that leaves the set K.

The latter example confirms the fact that, for differen-
tial inclusions, forward pre-invariance of a closed set K
is a property of the system outside the set K rather
than on its boundary or in its interior. However, when
the flow map F satisfies extra regularity conditions out-
side the set K, it is possible to restrict the conditions in
(11) and (15) to hold only on the boundary ∂K. This
is possible, for example when F is locally Lipschitz as
shown in [13, 38, 39] for differential equations and in
[9] for differential inclusions. In the aforementioned ref-
erences, contingent-cone-based conditions are used and
shown to be necessary as well as sufficient, provided that
the system’s dynamics is defined on an open set contain-
ing the closed set K. For differential equations defined
in Rn with locally Lipschitz right-hand side, the latter
contingent-cone-based conditions are expressed in terms
of a scalar barrier function candidate in [17].

On the other hand, to conclude forward pre-invariance
using flow conditions satisfied only on the boundary of
the set K, the Lipschitz regularity of the flow map F
can be relaxed by modifying the right-hand side in [30,
Definition 15] using uniqueness functions. The latter is
shown in [40] for differential equations.

Definition 4 (Uniqueness function) A function ρ :
R → R is said to be a uniqueness function if, for each
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continuous function δ : R≥0 → R≥0 such that δ(0) = 0
and there exists ε > 0 such that

lim sup
h→0+

δ(t+ h)− δ(t)
h

≤ ρ(δ(t)) for a.a. t ∈ [0, ε], (18)

it follows that δ(t) = 0 for all t ∈ [0, ε].

Remark 8 Uniqueness functions, in this paper, are in-
troduced in a slightly different way compared to [40]. In-
deed, in this reference, a function ρ : R → R is said to
be a uniqueness function if, for each continuous function
δ : R≥0 → R≥0 such that δ(0) = 0 and there exists ε > 0
such that, in addition to (18), we have

lim sup
h→0+

δ(t)− δ(t− h)

h
≤ ρ(δ(t)) for a.a. t ∈ [0, ε],

it follows that δ(t) = 0 for all t ∈ [0, ε]. That is, the notion
of uniqueness function used in this paper considers only
the upper-right Dini derivative.

In the following statement, we propose flow and jump
conditions that are sufficient and need to be satisfied
only on elements of the setK provided that the following
assumption holds.

Assumption 1 For every x ∈ ∂Ke ∩ C,

∃v ∈ Rn : 〈∇Bi(x), v〉 < 0

∀i ∈ {1, 2, . . . ,m} s.t. Bi(x) = 0.
(19)

Assumption 1 is known as transversality condition in
[32] and allows to define the contingent cone TK at the
intersection between different zero-level sets — see [30,
Lemma 3]. Furthermore, Assumption 1 reduces to (17)
when the barrier function B is scalar.

Theorem 2 Given a hybrid system H = (C,F,D,G)
and a C1 barrier function candidate B defining the set
K in (6). Furthermore, assume that there exists a neigh-
borhood U(∂K) such that, for each x ∈ (U(∂K)\K)∩C
and for each y ∈ ∂(K ∩ C),

(x− y)>F (x) ⊂ (x− y)>F (y) + |x− y|ρ(|x− y|)B (20)

with ρ : R → R a uniqueness function. Then, the closed
set K is forward pre-invariant provided that (12)-(13),
(16), and Assumption 1 hold, and there exists a neigh-
borhood U(∂Ke∩∂C) such that one of the following extra
conditions holds:

(a) For any x ∈ (U(∂Ke ∩ ∂C) ∩ ∂Ke) \C, (19) holds
and

〈∇Bi(x), η〉 ≤ 0 ∀η ∈ F (x) and

∀i ∈ {1, 2, . . . ,m} s.t. Bi(x) = 0.
(21)

(b) For any x ∈ U(∂Ke ∩ ∂C) ∩ ∂K ∩ ∂C,

F (x) ⊂ TK∩C(x). (22)

(c) The set C is convex and (22) holds for all x ∈ ∂Ke∩
∂C.

PROOF. The proof that the solutions starting from
the setK cannot jump outside according to (Sc1), under
(12)-(13), is the same as in the proof of Theorem 1. Next,
we prove that the solutions starting from ∂Ke∩C cannot
leave the set K by flowing as in scenario (Sc2). For this
purpose, we adapt the steps of the proof presented in
[40, Proof of Theorem 1] to our more general setting. Let
t′1 ≥ 0 and t′2 > t′1 be such that there exits a solution
flowing from xo := x(t′1, 0) ∈ ∂K ∩ C and satisfying
x(t, 0) ∈ (U(∂K)\K) ∩ C for all t ∈ (t′1, t

′
2). We use

y1 to denote the projection of x(t, 0) on the set Ke and
y2 to denote the projection of x(t, 0) on the set K ∩ C.
Furthermore, we define δ1(t) := |x(t, 0)−y1| and δ2(t) :=
|x(t, 0) − y2|. It follows that δi(t

′
1) = 0 and δi(t) > 0

for all t ∈ (t′1, t
′
2), since x(t, 0) ∈ (U(∂K)\K) ∩ C for

all t ∈ (t′1, t
′
2), for each i ∈ {1, 2}. Using the identity

a− b = (a2− b2)/(a+ b) for a and b nonnegative and for
any h > 0 such that t and t+ h in (t′1, t

′
2), we derive the

inequality

δi(t+ h)−δi(t) ≤ |x(t+ h, 0)− yi| − |x(t, 0)− yi|

=
|x(t+ h, 0)− yi|2 − |x(t, 0)− yi|2

|x(t+ h, 0)− yi|+ |x(t, 0)− yi|
(23)

for each i ∈ {1, 2}. Furthermore, for almost all t ∈
(t′1, t

′
2), we replace x(t+ h, 0) by

x(t+ h, 0) = x(t, 0) + hẋ(t, 0) + o(h) (24)

with o(h) the remainder of the first order Taylor ex-
pansion of h 7→ x(t + h) around h = 0, which satisfies
limh→0 o(h)/h = 0. Using the previous limit and the in-
equality

|x(t+ h, 0)− yi| ≤ |x(t, 0)− yi|+ h|ẋ(t, 0) + o(h)/h|,

we obtain that, for all i ∈ {1, 2} and for almost all t ∈
(t′1, t

′
2),

lim sup
h→0+

δi(t+ h)− δi(t)
h

≤ (x(t, 0)− yi)>ẋ(t, 0)

|x(t, 0)− yi|
. (25)

Next, we have the following claim:

Claim 1 Under (16) and (19), the following is true.

(cl1) If (a) holds, then (x(t, 0)− y1)>ηy ≤ 0 for all ηy ∈
F (y1).
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(cl2) If (b) or (c) hold, then (x(t, 0)−y2)>ηy ≤ 0 for all
ηy ∈ F (y2).

To prove the claim, we proceed as follows:

• Under (a) in Theorem 2, we show that F (y1) ⊂
TKe

(y1). Indeed, under (16) and (19) and using [30,
Lemma 3], it follows that F (y1) ⊂ TKe

(y1) when
y1 ∈ ∂Ke ∩ C. Similarly, using the same argument
under (a), when y1 ∈ (U(∂Ke ∩ ∂C) ∩ ∂Ke) \C,
we also have F (y1) ⊂ TKe

(y1). Finally, we use
the fact that when t′2 is sufficiently small, the ele-
ment y1 corresponding to the projection of x(t, 0) ∈
(U(∂K)\K) ∩ C on the set Ke belongs necessarily
to either ∂Ke ∩ C or (U(∂Ke ∩ ∂C) ∩ ∂Ke) \C.

• Under (b) or (c) in Theorem 2, we show that
F (y2) ⊂ TK∩C(y2). Indeed, under (16), As-
sumption 1, and using [30, Lemma 3], it fol-
lows that F (y2) ⊂ TKe

(y2) = TK∩C(y2) when
y2 ∈ ∂Ke ∩ int(C). Next, under (b), when
y2 ∈ U(∂Ke ∩ ∂C) ∩ ∂K ∩ ∂C, we also have
F (y2) ⊂ TK∩C(y2). Finally, we use the fact that
when xo ∈ ∂Ke∩C and for t′2 > 0 sufficiently small,
the element y2 corresponding to the projection of
x(t, 0) on the set K ∩ C belongs necessarily to ei-
ther (∂Ke ∩ int(C)) or (U(∂Ke ∩ ∂C) ∩ ∂K ∩ ∂C.
Furthermore, under (c), the set C is convex and we
show that y2 ∈ ∂Ke∩C. Hence, it becomes enough
to have F (y2) ⊂ TK∩C(y2) when y2 ∈ ∂Ke ∩ ∂C,
which is true under (c). Finally, to show that
y2 ∈ ∂Ke∩C when C is convex, we use the fact that
y2 corresponds to a projection on the set K ∩ C.
Hence, either y2 ∈ ∂Ke ∩ C or y2 ∈ ∂C ∩ int(Ke).
We propose to exclude the latter case using con-
tradiction. That is, assume that y2 ∈ ∂C ∩ int(Ke)
and consider the line segment relating y2 to x(t, 0)
denoted by [y2, x(t, 0)]. Since both y2 and x(t, 0)
lie in the set C and since the set C is convex
it follows that the segment [y2, x(t, 0)] also be-
longs to C. Furthermore, since x(t, 0) ∈ C\Ke

and y2 ∈ int(Ke) it follows the existence of yo be-
longing to the open segment (x(t, 0), y2) such that
yo ∈ ∂Ke ∩ C = ∂K ∩ C. Hence |x(t, 0) − yo| <
|x(t, 0) − y2| = minz∈K∩C {|x(t, 0)− z|}, which
yields to a contradiction.

Now, to conclude (cl1) and (cl2), we use the inequalities

|x(t, 0)− y1| ≤ |x(t, 0)− y1 − hηy|+ |y1 + hηy1|Ke
,

|x(t, 0)− y2| ≤ |x(t, 0)− y2 − hηy|+ |y2 + hηy2|K∩C ,

where (ηy1, ηy2) ∈ F (y1)×F (y2). To obtain the previous
inequalities, we used the fact that the functions |·|Ke and
| · |K∩C are globally Lipschitz with a Lipschitz constant
equal to 1, |x(t, 0)−y1| = |x(t, 0)|Ke , and |x(t, 0)−y2| =
|x(t, 0)|K∩C . Next, by taking the square in both sides of
the last two inequalities, and dividing by h, we obtain,

for each ηy1 ∈ F (y1),

|x(t, 0)− y1|2/h ≤ |x(t, 0)− y1 − hηy1 |2/h+

|y1 + hηy1 |2Ke
/h+

2|x(t, 0)− y1 − hηy1 ||y1 + hηy1 |Ke
/h,

which implies that

|x(t, 0)− y1|2/h ≤ |x(t, 0)− y1|2/h+ h|ηy1 |2−
2(x(t, 0)− y1)ηy1 + h(|y1 + hηy1 |Ke/h)2+

2|x(t, 0)− y1 − hηy1 ||y1 + hηy1 |Ke
/h.

Similarly, for each ηy2 ∈ F (y2),

|x(t, 0)− y2|2/h ≤ |x(t, 0)− y2|2/h+ h|ηy2 |2−
2(x(t, 0)− y2)ηy2+

h(|y2 + hηy2 |K∩C/h)2+

2|x(t, 0)− y2 − hηy2 ||y2 + hηy2 |K∩C/h.

Finally, letting h → 0+ through a suitable se-
quence, (cl1) and (cl2) are proved using the fact that
lim infh→0+ |y1 + hηy1 |Ke/h = 0 and lim infh→0+ |y2 +
hηy2 |K∩C/h = 0 since we already showed that ηy1 ∈
TKe(y1) under (a) in Theorem 2 and ηy2 ∈ TK∩C(y2)
under (b) or (c) in Theorem 2.

Using the Claim 1, for each ηy ∈ F (yi), the term

− (x(t,0)−yi)>ηy
|x(t,0)−yi| can be added in (25) which then can be

rewritten as

lim sup
h→0+

δi(t+ h)− δi(t)
h

≤ (x(t, 0)− yi)>(ẋ(t, 0)− ηy)

|x(t, 0)− yi|
,

(26)

where i = 1 if (a) in Theorem 2 holds and i = 2 if (b)
or (c) in Theorem 2 hold. Since ẋ(t, 0) ∈ F (x(t, 0)) for
almost all t ∈ (t′1, t

′
2), using (20) with x = x(t, 0) and

y = yi, it is always possible to find η∗y ∈ F (yi) such that

(x(t, 0)−yi)>(ẋ(t, 0)−η∗y)> ≤ |x(t, 0)−yi|ρ(|x(t, 0)−yi|).

Applying this inequality to (26) and replacing ηy therein
by η∗y , we obtain

lim sup
h→0+

δi(t+ h)− δi(t)
h

≤ρ(|x(t, 0)− yi|) = ρ(δi(t))

for almost all t ∈ (t′1, t
′
2) with i = 1 if (a) holds and

i = 2 (b) or (c) hold. Since the function ρ is a uniqueness
function, it follows that δi(t) = 0 for all t ∈ (t′1, t

′
2).

Hence, the contradiction follows. �
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Fig. 1. Illustration of the system in Example 5.

Remark 9 Note that condition (20) holds for free when
F is locally Lipschitz. In fact, every locally Lipschitz map
F satisfies (20) with ρ(ω) = kω for some k > 0. Condi-
tion (20) is more general than Lipschitzness and allows
for functions ρ that are not necessarily linear. In partic-
ular, when F is such that (20) holds for ρ(ω) := ω logω,
then ρ is a uniqueness function [41]. The latter function
belongs to the more general class of Osgood functions that
are uniqueness functions but not necessarily locally Lip-
schitz [40].

Remark 10 The flow condition (21) in Theorem 2 is
a reinterpretation, in terms of barrier functions, of the
well-known contingent cone-based condition used in [9,
13, 38, 39] provided that Assumption 1 holds.

In Example 5, we show that when none of the conditions
(a)-(c) in Theorem 2 is satisfied, there exist situations
where K fails to be forward pre-invariant. Also, we show
that the aforementioned conditions are only sufficient.

Example 5 Consider the differential inclusion H =
(C,F, ∅, ?), where F (x) := [1 0]> for all x ∈ C and

C :=
{
x ∈ R2 : |x2| ≥ x2

1

}
∪
{
x ∈ R2 : x1 ≤ 0

}
∪
{
x ∈ R2 : x2 = 0

}
.

Furthermore, consider the barrier function candidate

B(x) :=

{
x2 if x1 ≤ 0

x2 + x3
1 otherwise

defining a closed setK according to (6). We will show that
(16)-(17) are satisfied; however, none of the conditions
(a)-(c) in Theorem 2 is satisfied. As a result, we show
that the set K is not forward pre-invariant. Indeed, note
that ∇B(x) = [0 1]> if x1 ≤ 0 and ∇B(x) = [2x2

1 1]>

otherwise; hence, (17) is satisfied. Furthermore, for
each x ∈ ∂Ke ∩ C =

{
x ∈ R2 : x2 = 0, x1 ≤ 0

}
, we

have 〈∇B(x), F (x)〉 = 〈[0 1]>, [1 0]>〉 ≤ 0; hence,
(16) is satisfied. Moreover, (12)-(13) are trivially sat-
isfied since D = ∅. Next, it is easy to see that the set
C is not convex; hence, condition (c) is not satisfied.
Furthermore, when x ∈ (U(∂Ke ∩ ∂C) ∩ ∂Ke) \C ={
x ∈ R2 : x2 = −x3

1, x1 ∈ (0, ε], ε > 0
}

, 〈∇B(x), F (x)〉 =

〈[2x2
1 1]>, [1 0]>〉 = 2x2

1 > 0; hence, (a) is not sat-
isfied. Next, for any x ∈ U(∂Ke ∩ ∂C) ∩ ∂K ∩ ∂C ={
x ∈ R2 : x2 = −x2

1, x1 ∈ [0, ε], ε > 0
}

, if x = 0, then
F (0) ∈ TK∩C(0); however, if x 6= 0, then F (x) /∈ TC(x)
because F (x) points outside the set

{
x ∈ R2 : |x2| ≥ x2

1

}
,

which defines C when x1 > 0. Hence, (b) is also not
satisfied. Finally, the constrained differential inclusion
H = (C,F, ∅, ?) admits the solution x(t) = [t 0]>, t ≥ 0,
starting from xo = 0 ∈ K, that leaves the set K.

Now, in order to show that none of the conditions (a)-
(c) is necessary, we slightly modify the set C in order to
render the setK forward pre-invariant while maintaining
(a)-(c) unsatisfied. That is, consider the new flow set

C1 :=
{
x ∈ R2 : |x2| ≥ x2

1

}
∪
{
x ∈ R2 : x1 ≤ 0

}
.

Note that the unique solution starting from each xo :=
[xo1 xo2]> ∈ K satisfies x(t) = [xo1 + t xo2]> for all
t ≥ 0 and cannot leave the set K while remaining in C.
However, using the same arguments as in the previous
paragraph, we conclude that conditions (a)-(c) remain
unsatisfied.

Example 6 Consider the hybrid systemH with the data

C :=
{
x ∈ R2 : |x1| ≤ 1

}
, F (x) :=

[
1

−[0, x2 log |x2|]

]
,

D :=
{
x ∈ R2 : x1 = 1

}
, G(x) := [−1 x2]>.

To conclude forward pre-invariance of the set K :=
{x ∈ C ∪D : x2 ≤ 0} admitting the C1 barrier function
candidate B(x) := x2, we start noting that conditions
(12)-(13) are satisfied since G(x) ∈ C for all x ∈ D and
B(G(x)) = B(x) ≤ 0 for all x ∈ K. Furthermore, condi-
tions (16)-(17) are also satisfied since ∇B(x) = [0 1]>

for all x ∈ R2 and 〈∇B(x), F (x)〉 = −[0, x2 log |x2|] ≤ 0
for all x ∈ ∂Ke. For the same reason, condition (a)
in Theorem 2 is also satisfied. Finally, it remains
to show that for any x ∈ (U(∂K)\K) ∩ C and for
any y ∈ ∂(K ∩ C), (20) is satisfied. Indeed, for
y := [y1 y2]> ∈ ∂K ∩ C, it follows that y2 = 0. At the
same time, when x ∈ (U(∂K)\K) ∩ C, it follows that
x2 > 0 which can be chosen sufficiently small so that

(x− y)>F (x) = (x1 − y1) + [0, 1]x2
2 log(|x2|)

⊂ (x1 − y1) + [−1, 1]|x2
2 log(|x2|)|

= (x1 − y1) + [−1, 1](x2 − y2)2| log(|x2 − y2|)|
⊂ (x− y)>F (y) + [−1, 1]|x− y|2| log(|x− y|)|
= (x− y)>F (y) + [−1, 1]|x− y|ρ(|x− y|),

where ρ(w) := w logw, for all ω ≥ 0. The function ρ is
Osgood [40]; hence, a uniqueness function.

3.3 Pre-Invariance Using Locally Lipschitz Barrier
Functions

Another approach to conclude forward pre-invariance
using cone conditions without restricting the regularity
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of the flow map, consists of replacing the flow condition
(11) in Theorem 1 by a cone condition to be satisfied on
the external part of a sufficiently small neighborhood of
the set ∂Ke∩C. Inspired by [9, Theorem 5.2.1], the flow
condition in the following statement uses the external
contingent cone EK defined in (4).

Theorem 3 Given a hybrid system H = (C,F,D,G)
and a barrier function candidate B defining the set K in
(6). The set K is forward pre-invariant if (12)-(13) hold,
and there exists a neighborhood U(∂K) such that

η ∈ EK(x) ∀η ∈ F (x) ∩ TC(x) and

∀x ∈ (U(∂K)\K) ∩ C, (27)

where EK is introduced in (4).

PROOF. The proof that the solutions, under (12)-(13),
cannot leave the setK after a jump according to scenario
(Sc1) is the same as in the proof of Proposition 1. Next,
as in [9, Theorem 5.2.1], we show that the trajectories
starting from the set ∂K ∩ C cannot leave the set K
by flowing according to scenario (Sc2). Indeed, assume
that a solution x starting from ∂K ∩ C leaves the set
K by flowing according to scenario (Sc2). Then, there
exists j ∈ N, such that, for t′2 small enough and for all
t ∈ (t′1, t

′
2], x(t, j) ∈ (U(∂K)\K) ∩ C, where t′1 and t′2

are as in (Sc2). Furthermore, using [30, Lemma 2], we
conclude that ẋ(t, j) ∈ TC(x(t, j)) for almost all t ∈
[t′1, t

′
2]. Next, since the distance function with respect to

the set K is locally Lipschitz and the solution x(·, j) is
absolutely continuous on the interval [t′1, t

′
2], it follows

that δK(·) := |(x(·, j)|K is also absolutely continuous on
that same interval. Hence, for almost all t ∈ [t′1, t

′
2], the

time derivative δ̇K(t) exists and satisfies

lim
h→0+

δK(t+ h)− δK(t)

h
=

lim inf
h→0+

|x(t, j) + hẋ(t, j)|K − |x(t, j)|K
h

.

Since ẋ(t, j) ∈ F (x(t, j)) ∩ TC(x(t, j)) for almost all t ∈
[t′1, t

′
2] and x((t′1, t

′
2], j) ⊂ (U(∂K)\K) ∩ C, using (27),

we conclude that ẋ(t, j) ∈ EK(x(t, j)) for almost all

t ∈ (t′1, t
′
2), which implies that δ̇K(t) ≤ 0 for almost

all t ∈ (t′1, t
′
2). Thus, |x(t′2, j)|K − |x(t′1, j)|K ≤ 0. The

contradiction follows since x(t′2, j) ∈ C\K and x(t′1, j) ∈
K which means that |x(t′2, j)|K − |x(t′1, j)|K > 0. �

Remark 11 The flow condition (27) in Theorem 3 is
similar to the flow condition (15) in Remark 4. Indeed, in
(27), we are using the distance function B(x) := |x|K as
a barrier function candidate defining the set K according
to Definition 3. However, since the distance function to a
set is only locally Lipschitz, the gradient-based inequality
in (15) is replaced by the limit in (4) that has the same

implication on the monotonic behavior of t 7→ B(x(t, 0))
on the neighborhood (U(∂K)\K) ∩ C. Furthermore, ac-
cording to [9, Corollary 5.2.3], the external cone condi-
tion (27) in Theorem 3 is satisfied provided that, for any
x ∈ (U(∂K)\K) ∩ C, F (x) ∩ TC(x) ⊂ F (y) ⊂ TK(y),
where y is the projection of x on the set K.

Inspired by the discussion in Remark 11, in the following
statement, we replace the flow condition (27) in Theorem
3 by a condition involving a general locally Lipschitz
barrier function candidate instead of only the distance
function. The proof is in [30].

Theorem 4 Given a hybrid system H = (C,F,D,G)
and a scalar locally Lipschitz barrier function candidate
B defining the set K in (6). The set K is forward pre-
invariant if (12)-(13) hold, and there exists a neighbor-
hood U(∂K) such that

max
ζ∈∂CB(x)

〈ζ, η〉 ≤ 0 ∀η ∈ F (x) ∩ TC(x) and

∀x ∈ (U(∂K)\K) ∩ C,
(28)

where ∂CB is the Clarke generalized gradient of B, see
[30, Definition 16].

Remark 12 In Theorem 4, we consider only the case
of scalar barrier function candidates defining the set K.
Conveniently, when the set K is defined via multiple lo-
cally Lipschitz candidates according to (6), we can then
use (10) to construct a scalar barrier function that is lo-
cally Lipschitz and at the same time defines the set K
according to (6). Furthermore, if we compare conditions
(11) and (28) while replacing the scalar function B in
(28) by the function B̄ in (10), we notice that the inequal-
ity in (11), for each i ∈ {1, 2, . . . ,m}, is checked in more
points compared to (28). Finally, when the set C is open
and K ⊂ C, condition (30) covers what is proposed in
[18, Theorem 2] for unconstrained differential inclusions.

Example 7 Consider the hybrid systemH = (C,F,D,G)
with C and G as in Example 1, and F and D given by

F (x) :=

[
−x2

2x1

−(|x|2 − [0, 1])(2− |x|2)

]
∀x ∈ C,

D :=
{
x ∈ R2 : x2 = 0, |x| ≤ 1

}
.

We employ Theorem 3 to verify forward pre-invariance
of the closed set K :=

{
x ∈ C ∪D : |x|2 − 1 ≤ 0

}
. In-

deed, this set admits the scalar barrier function can-
didate B(x) := x2(|x|2 − 1). Furthermore, for any
x ∈ D ∩ K, G(x) ⊂ C ∪ D; hence, (13) is satisfied.
Moreover, for every x ∈ K ∩D and for every η ∈ G(x),
there exists α ∈ [0, 1] such that η = [0 α|x1|]> and
B(η) = α|x1|(α2|x1|2 − 1); hence, since x1 ≤ 1 for
all x ∈ K ∩ D, (12) follows. Furthermore, the set
(U(∂K)\K) ∩ C can be chosen to be the open set
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(U(∂K)\K)∩C = {x ∈ C : |x1| < 1, |x| ∈ (1, 2)}. Note
that, the function | · |K satisfies |x|K = |x| − 1 for all
x ∈ (U(∂K)\K) ∩ C and is differentiable on the latter

set. Hence, lim infh→0+
|x+hv|K−|x|K

h = 〈[x1 x2]>, v〉/|x|
and EK(x) =

{
v ∈ R2 : 〈[x1 x2]>, v〉 ≤ 0

}
for all x ∈

(U(∂K)\K)∩C. The This implies that (27) holds since,
for every η ∈ F (x) and for every x ∈ (U(∂K)\K) ∩ C,
〈[x1 x2]>, η〉 = −x2

1x
2
2 − x2(|x|2 − ε)(2 − |x|2) ≤ 0 for

some ε ∈ [0, 1].

3.4 Pre-Invariance Using a Relaxed Flow Condition

Inspired by the property of the uniqueness functions in
Definition 4, we are able to relax the sign of the inequality
in (11) provided that a growth condition involving a
uniqueness function and the barrier function candidate
is satisfied. Such a relaxation follows the lines of what is
proposed in [23, 24] for hybrid automata, see Remark 5.

Proposition 1 Given a hybrid systemH = (C,F,D,G)
and a C1 barrier function candidate B defining the set K
in (6). The set K is forward pre-invariant if (12)-(13)
hold and there exists a neighborhood U(Mi) such that

〈∇Bi(x), η〉 ≤ ρ(Bi(x)) ∀x ∈ (U(Mi)\Kei) ∩ C and

∀η ∈ F (x) ∩ TC(x), (29)

where ρ : R→ R is a uniqueness function.

PROOF. Under (12)-(13), the proof that the solutions
starting from the set K cannot jump outside the set K
following scenario (Sc1) is the same as in the proof of
Theorem 1. The only remaining way to leave the set K
is by flowing according to scenario (Sc2). We conclude
in this case, for t′2 small enough, the existence of k ∈
{1, . . . ,m} such that Bk(x(t, j)) > 0 for all t ∈ (t′1, t

′
2]

and x((t′1, t
′
2], j) ⊂ (U(∂Kk)\Kk) ∩ C, where t′1 and t′2

are as in (Sc2). Furthermore, using [30, Lemma 2], we
conclude that ẋ(t, j) ∈ TC(x(t, j)) for almost all t ∈
[t′1, t

′
2]. Hence, using (29), we conclude that

dBk(x(t, j))

dt
≤ ρ(Bk(x(t, j))) for. a. a t ∈ [t′1, t

′
2]

with Bk(x(t′1, j)) = 0. Since ρ is a uniqueness function,
we conclude that Bk(x(t, j)) = 0 for all t ∈ [t′1, t

′
2] and

the contradiction follows. �

Remark 13 As in Theorem 4, when the barrier function
candidate B is scalar and locally Lipschitz, the statement
of Proposition 1 holds true if we replace (29) therein by

max
ζ∈∂CB(x)

〈ζ, η〉 ≤ ρ(B(x)) ∀x ∈ (U(K)\K) ∩ C and

∀η ∈ F (x) ∩ TC(x). (30)

3.5 From Pre-Invariance to Invariance

In the following statement, we show when a forward pre-
invariant set K ⊂ C ∪D is forward invariant. The proof
can be found in [30].

Proposition 2 A forward pre-invariant set K ∈ C ∪
D is forward invariant if the solutions cannot escape in
finite time inside K ∩C and, for any initial condition in
the set (K ∩ ∂C)\D, a nontrivial flow exists.

Remark 14 One can guarantee that the solutions do not
have a finite escape time inside the set K ∩ C when, for
example, the set K ∩C is compact or when the flow map
F is globally bounded in K ∩ C.

Example 8 (Thermostat) Using Proposition 2, we
extend the conclusions in Example 2 and show that the
set K introduced therein is forward invariant. Indeed, we
already showed that the set K is forward pre-invariant.
Furthermore, since it is compact, then there is not a possi-
bility of a finite-time escape insideK∩C. Finally, we note
that (K ∩ ∂C)\D = (K ∩ C)\D = {0} × (zmin, zmax] ∪
{1} × [zmin, zmax) and, by explicitly solving the flow
dynamics on [0, t1], for some t1 > 0, we conclude that,
when xo ∈ {0} × (zmin, zmax], there exists a nontrivial
flow given by q(t, 0) = 0, z(t, 0) = (z(0, 0)− zo)e−t+ zo.
Similarly, when xo ∈ {1} × [zmin, zmax), there ex-
ists a nontrivial flow given by q(t, 0) = 1, z(t, 0) =
(z(0, 0)− zo − z∆)e−t + zo + z∆.

In the following result, we propose a qualitative condi-
tion implying the existence of a nontrivial solution start-
ing from each element in the set (K ∩ ∂C)\D.

Proposition 3 A forward pre-invariant set K ∈ C ∪D
is forward invariant if the solutions cannot escape in fi-
nite time inside the set K ∩ C and there exists a neigh-
borhood U(xo) such that

F (x) ∩ TK∩C(x) 6= ∅ ∀x ∈ U(xo) ∩ (K ∩ ∂C) and

∀xo ∈ (K ∩ ∂C)\D. (31)

PROOF. To conclude the proof in this case, we propose
to show that

TK∩C(x) ∩ F (x) 6=∅ ∀x ∈ U(xo) ∩ ∂(K ∩ C) and

∀xo ∈ (K ∩ ∂C)\D. (32)

Indeed, using (32) and [30, Proposition 8] with the setK
therein replaced by K ∩C, we conclude the existence of
a nontrivial flow starting from each xo ∈ (K ∩ ∂C)\D.
Hence, the forward invariance of the set K follows us-
ing Proposition 2. Now, in order to show (32), we dis-
tinguish two complementary situations. First, when x ∈
∂(K ∩ C) ∩ ∂C = K ∩ ∂C, in this case, (32) follows
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from (31). Second, when x ∈ ∂(K ∩C) ∩ int(C), in this
case, since the set K is forward pre-invariant and since
there exist always a nontrivial solution flowing from each
x ∈ int(C) under the standing assumptions, we con-
clude the existence of a nontrivial solution flowing from
x and remaining in K for a nontrivial interval of time.
Hence, using [30, Proposition 7], (32) follows also when
x ∈ ∂(K ∩ C) ∩ int(C), which completes the proof. �

Example 9 (Bouncing ball) For the system in Exam-
ple 3, we will show forward invariance of the set K using
Proposition 3. Indeed, the set K is compact; hence, the
solutions starting from K cannot escape in finite time.
Furthermore, (K ∩ ∂C)\D = {0} × (0, 1] and, for any
xo ∈ (K ∩ ∂C)\D, we can take U(xo) ∩ (K ∩ ∂C) =
{0}× [xo/2, 1]. Next, for any x ∈ U(xo)∩ (K ∩∂C) with
U(xo) small enough, we notice that F (x) is transver-
sal to ∂C and at the same time 〈∇B(x), F (x)〉 ≤ 0;
hence, using [30, Corollary 3], we conclude that F (x) ∈
DC(x) ∩ TKe

(x), which implies, using [30, Lemma 5],
that F (x) ∈ TC∩K(x) and (31) follows.

4 Sufficient Conditions for Pre-Contractivity
and Contractivity Using Barrier Functions

A pre-contractive set is a forward pre-invariant set such
that whenever a solution starts from its boundary, it im-
mediately leaves it and evolves towards its interior. The
study of contractive sets is very important since sev-
eral techniques to derive Lyapunov functions are based
on the construction of contractive sets, the resulting
Lyapunov functions are known as set-induced Lyapunov
functions, see [8, 10–12].

4.1 Definitions

A definition of contractivity for the particular sets
named C−sets is proposed in [8] using the Minkowskii
functional, also named gauge function, for both dif-
ferential and difference equations, see Definitions 3.3
and 3.4 in [8], respectively. The latter approach can be
extended for general hybrid inclusions to define pre-
contractivity and contractivity for C−sets. Indeed, we
start recalling that a set K ⊂ C ∪ D is said to be a
C−set if it is compact, convex and includes the origin
in its interior. Moreover, the corresponding Minkowskii
functional ΨK : Rn → R≥0 is given by

ΨK(x) := inf {µ ≥ 0 : x ∈ µK} . (33)

Definition 5 (Pre-contractivity for C−sets) A C-
set K ⊂ C ∪D is said to be pre-contractive if

lim sup
h→0+

ΨK(x+ ηh)− 1

h
< 0

∀x ∈ ∂K ∩ C, ∀η ∈ F (x) ∩ TC(x), (34)

ΨK(η) < 1 ∀x ∈ D ∩K, ∀η ∈ G(x). (35)

Definition 6 (Contractivity for C−sets) A C-set
K ⊂ C∪D is said to be contractive if it is pre-contractive
and, in addition, starting from each element in the set
(K ∩ ∂C)\D, a nontrivial solution exists.

The following lemma establishes important conse-
quences of the contractivity properties, in Definitions 5
and 6, on the behavior of the system’s solutions. Based
on these consequences, we will define pre-contractivity
and contractivity for general closed sets that are not
necessarily C−sets. The proof is in [30].

Lemma 1 If a C−set K ⊂ (C ∪ D) is pre-contractive
(respectively, contractive) according to Definition 5 (re-
spectively, Definition 6), then it is forward pre-invariant
(respectively, forward invariant) and, for any xo ∈ ∂K
and any nontrivial solution x starting from xo, there ex-
ists T > 0 and J ∈ N∗ such that x(t, j) ∈ int(K) for all
(t, j) ∈ domx ∩ [([0, T ]× {0}) ∪ ({0} × {0, 1, . . . , J})],
(t, j) 6= (0, 0).

For general closed sets, we cannot use the Minkowskii
functional to define the contractivity notions since K
may not be convex. Consequently, a trajectory-based
definition, in the case of differential inclusions, is pro-
posed in [9] under the name of strict invariance. In this
section, we propose definitions of contractivity and pre-
contractivity for hybrid systems based on the behavior
of the solutions after reaching the boundary of the con-
sidered set. The aim of the proposed definitions is to pre-
serve the properties established in Lemma 1. Further-
more, sufficient conditions in terms of barrier function
candidates defining the (closed) set K are proposed.

Definition 7 (Pre-contractivity for general sets)
A closed set K ⊂ C ∪ D is said to be pre-contractive if
it is forward pre-invariant and for every xo ∈ ∂K and
every nontrivial solution x starting from xo, there exists
T > 0 and J ∈ N∗ such that x(t, j) ∈ int(K) for all
(t, j) ∈ domx ∩ [([0, T ]× {0}) ∪ ({0} × {0, 1, . . . , J})],
(t, j) 6= (0, 0).

Definition 8 (Contractivity for general sets) A
closed set K ⊂ C ∪ D is said to be contractive if it is
pre-contractive and forward invariant.

Remark 15 It is useful to notice that, in the particular
case of differential inclusions, the pre-contractivity of a
closed set K ⊂ Rn reduces to the nonexistence of a (non-
hybrid) solution t 7→ x(t) starting from any xo ∈ ∂K
such that x([0, T ]) ⊂ Rn\int(K) for some T > 0.

4.2 Pre-Contractivity

Next, we propose to characterize contractivity notions
using barrier functions defining general closed sets 4 .

4 The characterization for the case of C-sets is treated in
the report version [30].
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Our approach is mainly based on [30, Lemma 4], which
characterizes the Dubovitsky-Miliutin cone Dint(K) at

the boundary of the considered closed set in terms of
the barrier function candidate defining the set. Further-
more, the latter fact is combined with [30, Theorem 6]
in order to conclude contractivity.

Theorem 5 Given a hybrid system H = (C,F,D,G)
and a C1 barrier function candidate B defining the set
K in (6). The set K is pre-contractive if, for each i =
{1, 2, . . . ,m},

〈∇Bi(x), η〉 < 0 ∀x ∈Mi ∩ C
∀η ∈ F (x) ∩ TC(x),

(36)

F (x) ∩ T∂C∩∂K(x) = ∅ ∀x ∈ ∂K ∩ ∂C, (37)

B(η) < 0 ∀x ∈ K ∩D ∀η ∈ G(x), (38)

G(x) ⊂ C ∪D ∀x ∈ K ∩D, (39)

G(x) ⊂ int(C ∪D) ∀x ∈ ∂K ∩D. (40)

PROOF. We consider, without loss of generality, the
hybrid extension of H denoted by He := (Ce, Fe, D,G)
where Ce := U(C) ⊂ Rn and Fe : Ce ⇒ Rn is any exten-
sion of F to Ce that preserves the standing assumptions.
Also, we recall that Ke = {x ∈ Rn : B(x) ≤ 0} and
Kei := {x ∈ Rn : Bi(x) ≤ 0}; hence, Ke = ∩mi=1Kei.
We start noticing that for each xo ∈ ∂Ke ∩ C there
exists Ixo

⊂ {1, 2, ...,m} such that xo ∈ Mi if and only
if i ∈ Ixo

. That is, we have xo ∈ ∩i∈Ixo
(∂Kei ∩ C)

and, also, xo ∈ ∩i∈Ixo
(∂Kei ∩ int(Ce)). Next, using [30,

Lemma 4] under (36), it follows that Fe(xo)∩ TC(xo) ⊂
Dint(Kei)

(xo) for all i ∈ Ixo . Moreover, when i /∈ Ixo ,

we also have Fe(xo) ∩ TC(xo) ⊂ Dint(Kei)
(xo) since

in this case Dint(Kei)
(xo) = Rn. Hence, we con-

clude that Fe(xo) ∩ TC(xo) ⊂ Dint(Ke)(xo) since

∩mi=1Dint(Kei)
(xo) = Dint(∩m

i=1
Kei)

(xo).

As a second step, we show that F (xo)∩TC\int(Ke)(xo) =

∅. Indeed, for each x ∈ ∂Ke∩C and η ∈ F (x), either η /∈
TC(x), hence η /∈ TC\(int(Ke)∩C)(x) = TC\int(Ke)(x), or

η ∈ Dint(Ke)(x) which implies that η /∈ TRn\int(Ke)(x)

thus η /∈ TC\int(Ke)(x). Now, using [30, Proposition 7],

we conclude the non existence of any solution x to He
starting from xo and flowing in C\int(Ke) along a non-
trivial time interval. Hence, if a nontrivial flow x exists
starting from xo, then x(t, 0) ∈ Ce\(C\int(Ke)) for all
(t, 0) ∈ domx ∩ ([0, T ]× 0) \(0, 0) and for some T > 0.
That is, for each solution x toHe flowing from xo, either
there exists T > 0 such that x((0, T ], 0) ⊂ int(Ke) or,
there exists T > 0 such that x((0, T ], 0) ⊂ Ce\C. Par-
ticularly, when xo ∈ ∂Ke∩ int(C) = ∂K∩ int(C), a non-
trivial flow always exists, hence, x((0, T ], 0) ∈ int(K)

for some T > 0. Furthermore, when xo ∈ ∂C ∩ ∂K,
using [30, Proposition 7] under (37), we conclude
that x((0, T ], 0) ∩ (∂K ∩ ∂C) = ∅ for some T > 0.
In other words, the set ∂K ∩ ∂C is not weakly for-
ward invariant under (37). Hence, using the fact that
∂K ∩ C = (∂Ke ∩ C) ∪ (∂K ∩ ∂C), it follows that each
solution x flowing from xo ∈ ∂K ∩ C there exits T > 0
such that either x((0, T ], 0) ⊂ int(Ke)\(∂C ∩ ∂K) ∩ C,
or x((0, T ], 0) ⊂ Ce\C. Going back to H, the latter
scenario is excluded; hence, for any solution flowing
from xo ∈ ∂K ∩ C, there exits T > 0 such that,
if domx\(R≥0, 0) 6= ∅, then x(t, 0) ⊂ int(K) for all
(t, 0) ∈ domx∩([0, T ]× {0}) \(0, 0). On the other hand,
under (38), (39), and the continuity of B, we conclude
that for any xo ∈ K∩D,G(xo) ⊂ int(Ke)∩(C∪D) ⊂ K;
hence, all the possible jumps from K ∩ D maintain
the solution in the set K. Furthermore, using (40),
we conclude that, for each xo ∈ ∂K ∩ D and after
any possible jump, the solutions jump to the interior
of the set K. Hence, if a jump is possible when start-
ing from xo ∈ ∂K ∩ D, then x(t, j) ∈ int(K) for all
(t, j) ∈ domx ∩ ({0} × {0, 1}) \(0, 0) 6= ∅; which com-
pletes the proof. �

Example 10 Consider the hybrid system H given by

F (x) :=

[
−(x2 + 1)

−2(x2 + 1) + x1

]
∀x ∈ C,

C :=
{
x ∈ R2 : x2 ∈ [0, 1], |x1| ≤

√
3
}

,

G(x) := 1√
3

[
x1
√

3
2

]
∀x ∈ D,

D :=
{
x ∈ R2 : x2 = 0, |x1| ≤

√
3
}

.

We will show that the set

K :=
{
x ∈ R2 : x2

1 + (x2 + 1)2 ≤ 4, x2 ≥ 0
}
,

which is not a C-set, is pre-contractive. Indeed, the set
K can be defined using the C1 barrier function candidate
B(x) := [x2

1 + (x2 + 1)2−4 −x2]>. To verify (38)-(40),
we note that, for each x ∈ K ∩ D, G(x) = [ x1√

3
1
2 ]> ∈

int(C ∪ D) since (1/
√

3)x1 ≤ 1 for all x ∈ K ∩ D ={
x ∈ R2 : x2 = 0, |x1| ≤

√
3
}

; hence (39)-(40) hold.

Moreover, B(G(x)) = [x2
1/3 − 7/4 − 1/2]> < 0 since

|x1| ≤
√

3 for all x ∈ K∩D; hence, (38) also follows. Fur-
thermore, 〈∇B1(x), F (x)〉 = −4(x2 +1)2 < 0 for all x ∈
C ∩M1 =

{
x ∈ R2 : x2 ≥ 0, |[x1 x2 + 1]| = 2

}
. Next,

for every x ∈ M2 ∩ C =
{
x ∈ R2 : x2 = 0, |x1| ≤

√
3
}

,

F (x) = [−1 − 2 + x1]> /∈ TC(x) since F2(x) =
−2 + x1 < 0 for all x ∈ M2 ∩ C; hence, (36)
is satisfied. To show that (37) holds, we note that
∂K ∩ ∂C =

{
[0 1]>

}
∪ M2. Furthermore, when

x = [0 1]>, F (x) = [−2 − 4]> /∈ T∂K∩∂C(x) = 0, and,
when x ∈M2, we have already shown that F (x) /∈ TC(x).
The two latter facts imply that F (x) /∈ T∂C∩∂K(x) for
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all x ∈ ∂K ∩ ∂C. Hence, pre-contractivity of the set K
follows according to Theorem 5.

The following result extends Theorem 5 when the bar-
rier function candidate defining the closed set K is only
locally Lipschitz. The proof is in [30].

Theorem 6 Given a hybrid system H = (C,F,D,G)
and a scalar locally Lipschitz barrier function candidate
B defining the set K in (6). The set K is pre-contractive
if (37)-(40) hold and

max
ζ∈∂CB(x)

〈ζ, η〉 < 0 ∀x ∈ Ke ∩ C, ∀η ∈ F (x) ∩ TC(x).

(41)

4.3 From Pre-Contractivity to Contractivity

In the sequel, we complement the sufficient conditions
in Theorem 5 and Theorem 6 to conclude contractivity
rather than only pre-contractivity.

Proposition 4 A pre-contractive closed set K ⊂ C ∪D
is contractive provided that its solutions from K do not
escape in finite time inside K∩C and, starting from each
initial condition in (K∩∂C)\D, a nontrivial flow exists.

In the following statement, the existence of a nontrivial
flow starting from (K ∩ ∂C)\D is guaranteed provided
that a qualitative tangentiality condition holds.

Proposition 5 Consider a C1 barrier function candi-
date defining the setK as in (6). The setK is contractive
if conditions (36)-(40) hold and there exists a neighbor-
hood U(xo) such that

F (x) ∩ TC(x) 6= ∅ ∀x ∈ U(xo) ∩K ∩ ∂C,
∀xo ∈ (K ∩ ∂C)\D. (42)

PROOF. To conclude the proof, we show that

TK∩C(x) ∩ F (x) 6= ∅ ∀x ∈ U(xo) ∩ ∂(K ∩ C)

∀xo ∈ (K ∩ ∂C)\D. (43)

Using [30, Proposition 8], (43) implies the existence of
a nontrivial flow starting from each xo ∈ (K ∩ ∂C)\D.
Under the stated assumptions, the latter fact allows
to conclude contractivity of the set K using Proposi-
tion 4. Now, to prove (43), we distinguish three comple-
mentary situations. First, when x ∈ ∂(K ∩ C) ∩ ∂C ∩
int(Ke) = ∂C ∩ int(Ke). In this case, (43) follows from
(42) since in this case TC(x) = TK∩C(x). Second, when
x ∈ ∂(K ∩C)∩ ∂C ∩ ∂Ke = ∂C ∩ ∂Ke, in this case, we
use (42) to conclude the existence of η ∈ F (x) such that
η ∈ TC(x). Furthermore, we use (36) under [30, Lemma

4], to conclude that η ∈ int(TKe(x)) = Dint(Ke)(x),

which implies, using [30, Lemma 5], that η ∈ TK∩C(x).
Finally, consider x ∈ ∂(K ∩C)∩ int(C). In this case, us-
ing Theorem 5, the set K is pre-contractive, hence, for-
ward pre-invariant. Combining the latter fact to the ex-
istence of a nontrivial flow starting from each x ∈ int(C)
under our standing assumptions, the existence of a non-
trivial flow starting from x and remaining in K fol-
lows. Thus, under [30, Proposition 7], (43) follows when
x ∈ ∂(K ∩ C) ∩ int(C). �

Example 11 Using Proposition 5, We will show that
the closed set K introduced in Example 10 is contractive.
To this end, we need to show that there is not a possibility
of finite-time escape inside K. This is the case since the
set K is compact. Finally, to show that (42) holds for
all x ∈ (K ∩ ∂C)\D = {(0, 1)}, we note that we can
choose U(x)∩K∩∂C = {x := [0 1]>} on which F (x) =
[−2 − 4]> ∈ TC(x) since F2(x) = −4 < 0.

5 Conclusion

The first part of this paper proposed sufficient conditions
for forward invariance of closed sets for hybrid systems
modeled as hybrid inclusions. The considered closed sets
are defined using barrier function candidates and the
proposed sufficient conditions in terms of the latter bar-
rier functions are infinitesimal inequalities; namely, not
involving any knowledge about the system’s solutions,
guaranteeing that the set of points on which all the com-
ponents of the barrier function candidate are nonpos-
itive is forward invariant. Studying forward invariance
in the general context of hybrid inclusions offered many
technical challenges that have not been handled in the
existing literature, to the best of our knowledge. Those
challenges are mainly due to the continuous-time evolu-
tion of the hybrid inclusion being not necessarily defined
on an open set. Hence, elements around the intersec-
tion between the zero-level sets of the barrier candidate
and the boundary of the set where the continuous-time
evolution is defined needed a particular treatment. Fi-
nally, we proposed relaxed flow conditions compared to
the existing literature by using the notion of uniqueness
functions. In the following, we recap the different suffi-
cient conditions for forward pre-invariance proposed in
this paper. Given a hybrid system H = (C,F,D,G) and
a barrier function candidate B defining the closed set K
in (6). The set K is forward pre-invariant for H if (12)-
(13) hold and either

1. (27) holds, or
2. B ∈ C1 and (11) holds, or
3. B ∈ C1 and (29) holds, or
4. B is locally Lipschitz and (28) holds, or
5. B is locally Lipschitz and (30) holds, or
6. B ∈ C1, Assumption 1, (20), and (16) hold, and either

(a), (b), or (c) in Theorem 2 holds.
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In the second part of the paper, following the same ap-
proach as in the first part, we proposed sufficient condi-
tions for contractivity, which is a stronger property than
forward invariance.

In the future, it would be interesting to analyze the ne-
cessity of the different sufficient conditions proposed in
this paper or to propose new necessary and sufficient
ones. Also, it would be interesting to analyze the notions
considered in this paper in the presence of perturbations.
Furthermore, this work constitutes an important step
to analyze the mixed safety plus convergence problem
in hybrid systems. Indeed, the latter problem is solved
if we show forward invariance of the safety region plus
contractivity of the reachable set from the safety region
towards a given target. Investigating sufficient (infinites-
imal) conditions to guarantee the latter mixed safety-
convergence task in hybrid systems is part of our current
research efforts.
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gewöhnlicher differentialgleichungen. Proceedings
of the Physico-Mathematical Society of Japan. 3rd
Series, 24:551–559, 1942.

[14] F. H. Clarke, Y. S. Ledyaev, R. J. Stern, and P. R.
Wolenski. Nonsmooth Analysis and Control Theory,
volume 178. Springer Science & Business Media,
2008.

[15] J. P. Aubin, L. Lygeros, M. Quincampoix, S. Sas-
try, and N. Seube. Impulse differential inclusions: A
viability approach to hybrid systems. IEEE Trans-
actions on Automatic Control, 47(1):2–20, 2002.

[16] J. Chai and R. G. Sanfelice. Forward invariance of
sets for hybrid dynamical systems (Part I). IEEE
Transactions on Automatic Control, 64(6):2426–
2441, 2018.

[17] A. D. Ames, X. Xu, J. W. Grizzle, and P. Tabuada.
Control barrier function based quadratic programs
for safety critical systems. IEEE Transactions on
Automatic Control, 62(8):3861–3876, 2017.

[18] P. Glotfelter, J. Cortés, and M. Egerstedt. Nons-
mooth barrier functions with applications to multi-
robot systems. IEEE control systems letters, 1(2):
310–315, 2017.

[19] P. Glotfelter, I. Buckley, and M. Egerstedt. Hybrid
nonsmooth barrier functions with applications to
provably safe and composable collision avoidance
for robotic systems. IEEE Robotics and Automation
Letters, 4(2):1303–1310, 2019.

[20] S. Prajna, A. Jadbabaie, and G. J. Pappas. A frame-
work for worst-case and stochastic safety verifica-
tion using barrier certificates. IEEE Transactions
on Automatic Control, 52(8):1415–1428, 2007.

[21] X. Xu, J. W. Grizzle, P. Tabuada, and A. D. Ames.
Correctness guarantees for the composition of lane
keeping and adaptive cruise control. IEEE Trans-
actions on Automation Science and Engineering, 15
(3):1216–1229, 2018.

[22] Q. Nguyen and K. Sreenath. Safety-critical control
for dynamical bipedal walking with precise footstep
placement. IFAC-PapersOnLine, 48(27):147–154,
2015.

[23] L. Dai, T. Gan, B. Xia, and N. Zhan. Barrier certifi-
cates revisited. Journal of Symbolic Computation,
80:62 – 86, 2017. ISSN 0747-7171. SI: Program Ver-
ification.

[24] H. Kong, F. He, X. Song, W. N. N. Hung, and
M. Gu. Exponential-condition-based barrier cer-
tificate generation for safety verification of hybrid

16



systems. In Proceedings of the Computer Aided Ver-
ification, pages 242–257, Berlin, Heidelberg, 2013.
Springer Berlin Heidelberg.

[25] M. Z. Romdlony and B. Jayawardhana. Stabiliza-
tion with guaranteed safety using control lyapunov–
barrier function. Automatica, 66:39–47, 2016.

[26] F. H. Clarke. Optimization and Nonsmooth Analy-
sis, volume 5. 1990.

[27] M. Maghenem and R. G. Sanfelice. Barrier func-
tion certificates for forward invariance in hybrid in-
clusions. In Proceedings of the 56th IEEE Confer-
ence on Decision and Control (CDC), pages 759–
764, 2018.

[28] M. Maghenem and R. G. Sanfelice. Multiple bar-
rier function certificates for forward invariance in
hybrid inclusions. In Proceedings of the 2019 Amer-
ican Control Conference (ACC), pages 2346–2351.
IEEE, 2019.

[29] M. Maghenem and R. G. Sanfelice. Barrier func-
tion certificates for forward invariance in hybrid in-
clusions. In Proceedings of the 56th IEEE Confer-
ence on Decision and Control (CDC), pages 759–
764, 2018.

[30] M. Maghenem and R. G. Sanfelice. Sufficient con-
ditions for forward invariance and contractivity in
hybrid inclusions using barrier functions. arXiv
preprint:1908.03980, 2019.

[31] R. Goebel, R. G. Sanfelice, and A. R. Teel. Hybrid
dynamical systems. IEEE Control Systems maga-
zin, 29(2):28–93, 2009.

[32] J. P. Aubin and H. Frankowska. Set-valued Analy-
sis. Springer Science & Business Media, 2009.

[33] R. Goebel, R. G. Sanfelice, and A. R. Teel. Hybrid
Dynamical Systems: Modeling, stability, and robust-
ness. Princeton University Press, 2012.

[34] S. Boyd and L. Vandenberghe. Convex optimiza-
tion. Cambridge university press, 2004.

[35] H. G. Tanner, A. Jadbabaie, and G. J. Pappas. Sta-
ble flocking of mobile agents, Part I: Fixed topol-
ogy. In Proceedings of the 42nd Conference on Deci-
sion and Control, volume 2, pages 2010–2015. IEEE,
2003.

[36] A. G. Wills and W. P. Heath. Barrier function based
model predictive control. Automatica, 40(8):1415 –
1422, 2004.

[37] M. Jankovic. Robust control barrier functions for
constrained stabilization of nonlinear systems. Au-
tomatica, 96:359–367, 2018.

[38] J. M. Bony. Principle of the maximum, inégalité of
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