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Abstract

Switched-gain observers are investigated for the purpose of estimating the state of linear systems affected by bounded noises.
Under mild assumptions, hybrid observers with gain switching are proposed and provided with stability analysis based on
quadratic boundedness for the estimation error. Such observers are designed by solving optimization problems aimed at
minimizing upper bounds on the estimation error in such a way as to get the smallest invariant set. The effectiveness of the
proposed approach is evaluated with some numerical case studies.
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1 Introduction

The control of switching systems has been studied in
the literature in great detail from the theoretical point
of view and extensively used in many application areas.
By contrast, estimation of dynamic systems has not re-
ceived the same amount of attention in the presence of
switching that may regard the state equation and/or ob-
server structure. In this paper, we investigate the prob-
lem of constructing hysteresis-based switched-gain state
observers for linear systems. We will show how to reach
this goal by formulating the problem in the hybrid sys-
tems framework and treating the proposed estimators
as hybrid observers with specific additional variables to
orchestrate the gain switching.

The first pioneering ideas on the use of switching for
estimating the state of dynamic systems are reported
in [23, 25]. In [23], the motivation for adopting the gain
switching is to increase robustness. By contrast, the con-
tribution of [25] lies in pointing out the advantage that
stems from the use of a high gain in the transient in such
a way as to ensure a large bandwidth, while keeping a
low gain at steady state to reduce the effect of measure-
ment noises with a smaller bandwidth. Switched-gain
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observers allow to increase the rate of convergence with
finite-time stability in a noise-free setting, while guar-
anteeing input-to-state stability of the estimation error
with respect to system and measurement noises [17], and
in [27] they are shown to overcome the difficulties to deal
with estimation for non-monotonic nonlinear systems.
Hybrid observers based on switching between local and
global estimators are proposed in [7].

Hybrid estimation arises naturally when dealing with
hybrid systems, i.e., with dynamics that exhibit charac-
teristics of both continuous-time and discrete-time sys-
tems, suitably combined to model complex plants in
which such different dynamic behaviors interact [20,32].
However, the “hybridization” of estimators may provide
helpful features as well. Hybrid estimators are presented
in [22, 28] with finite-time stability properties. In [18],
state estimation is performed with measurements avail-
able at a variable frequency. Hybrid observers based on
reset to reduce peaking are proposed in [5, 26]. Condi-
tions ensuring the stability of the estimation error pro-
vided by observers for general hybrid linear systems are
presented in [10]. A hybrid scheme is presented in [9]
to design observers with different sets of coordinates
with respect to the system to estimate. Hybrid observers
with periodic jumps are considered in [29,30]. In [6], the
construction of observers with state trajectories perma-
nently remaining in compact convex sets is addressed
within a hybrid framework, while ensuring robustness to
disturbances.
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In this paper, we deal with switched-gain observers for
linear systems by providing novel results that complete
those of [2, 3]. More specifically, in [2] Luenberger ob-
servers are proposed to estimate the state variables of
various kinds of dynamic systems subject to bounded
noises by relying on the notion of quadratic boundedness
(QB) [15], which allows to account for the knowledge on
the noise bounds and can be treated by using linear ma-
trix inequalities (LMIs) [14]. Using QB, we design ob-
servers that may switch between two different gains de-
pending on the residuals given by the output error. The
gain switching may be subject to a preset hold time to re-
duce wigwag. To the authors’ knowledge, this is the first
work that addresses the problems of both studying the
invariance properties of the estimation error and investi-
gating the design through an effective choice of the gains
for such observers, as compared with the few approaches
already available in the literature (see, e.g., [17]). The
presence of discontinuity in the observer structure may
be beneficial in terms of robustness and even insensitiv-
ity to disturbances [8, 19].

Set invariance is the theoretical framework in which
we may formulate and solve the problem to construct
switched-gain observers with the goal of getting the
smallest invariant set for the estimation error [11, 12].
In this context, QB allows to construct ellipsoidal in-
variant sets and find upper bounds on the estimation
error [2, 15]. In addition, the knowledge of the bounds
on the system and measurement disturbances is incor-
porated into the observer design, which can be accom-
plished by using bilinear matrix inequalities (BMIs).
The BMI design conditions are solved by means of an
LMI-based approach with grid search optimization [13].

The paper is organized as follows. In Section 2 we will
present the proposed approach based on QB and how to
design constant-gain observers for linear time-invariant
systems. This allows to motivate the extension of the
approach to construct switched-gain observers, as de-
scribed in Sections 3. Numerical results are shown in
Section 4. The conclusions are drawn in Section 5.

Given the column vectors x and y, let us define
(x, y) :=[x>, y>]>, R>0 := (0,+∞), R≥0 := [0,+∞),
and N≥0 := {0, 1, 2, . . .}. The minimum and maximum
eigenvalues of a symmetric matrix P ∈ Rn×n are de-
noted by λmin(P ) and λmax(P ), respectively; in addi-
tion, P > 0 (P < 0) means that it is also positive (neg-
ative) definite. For a generic matrix M ∈ Rn×m, let us

define |M | :=
(
λmax(M>M)

)1/2
=
(
λmax(MM>)

)1/2
and thus |v| :=(v>v)1/2 denotes the Euclidean norm of
a vector v ∈ Rn. The diagonal matrix with v1, . . . , vn on
the diagonal is denoted by diag(v) ∈ Rn×n. The symbol
1> denotes a row vector of appropriate dimension with
every element equal to 1.

We refer to the hybrid system modeling framework pro-

posed in [20]. More specifically, consider

ẋ = f(x, d), (x, d) ∈ C (1a)

x+ = g(x, d), (x, d) ∈ D (1b)

where d is an external input and x is the state of the sys-
tem; C andD are closed and called flow set and jump set,
respectively. The state changes according to the differ-
ential equation (1a) if it belongs to the flow set, while x
is subject to instantaneous change if it is in the jump set
with x+ denoting the value of the state after this change
according to (1b).

We call hybrid time domain any subset E of R≥0 ×N≥0

such that, for each (T, J) ∈ E, E∩([0, T ]×{0, 1, . . . , J})
can be written in the form ∪Jj=0([tj , tj+1], j) for some
some finite sequence of times 0 = t0 ≤ t1 ≤ t2 ≤ . . . ≤
tJ . Let a hybrid arc φ(t, j) be a solution to the hybrid sys-
tem (1a)-(1b) with the initial condition φ(0, 0) ∈ C̄ ∪ D
and hybrid input d(t, j) if t 7→ φ(t, j) is locally abso-
lutely continuous for each j, t 7→ d(t, j) is Lebesgue
measurable and locally essentially bounded for each j,
domφ = dom d, and

• for all j ∈ N≥0 and almost all t such that (t, j) ∈
domφ, (φ(t, j), d(t, j)) ∈ C and φ̇(t, j) = f(φ(t, j),
d(t, j));
• for all (t, j) ∈ domφ such that (t, j + 1) ∈ domφ,

(φ(t, j), d(t, j)) ∈ D and φ(t, j+1) = g(φ(t, j), d(t, j)).

Given a hybrid input, the hybrid arc solving (1) is said
maximal if it cannot be extended, i.e., it is not a trun-
cated version of another solution; it is called complete if
its domain is unbounded.

2 Observers Based on Quadratic Boundedness

Let us consider plants described by

ẋ = Ax+B u+Dw

y = C x+ E w
(2)

where x ∈ Rn is the state, u ∈ Rp is the control input,
y ∈ Rm is the output; w ∈ Rs is the vector of system
and measurement disturbances; A ∈ Rn×n, B ∈ Rn×p,
C ∈ Rm×n, D ∈ Rn×s, and E ∈ Rm×s. Moreover, we
assume that each disturbance t 7→ wi(t) ∈ R is Lebesgue
measurable, essentially bounded, and such that |wi(t)| ≤
1, i = 1, . . . , s for almost all t ≥ 0. This assumption
on the upper bound of the noises does not entail loss of
generality since the related entries in D and/or E can
be scaled in case of different bounds.

The Luenberger observer for (2) providing an estimate
x̂ ∈ Rn of x is given by

˙̂x = A x̂+B u+ L (y − C x̂) (3)
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where L ∈ Rn×m is the observer gain. If the pair (A,C)
is detectable, an observer with an exponentially stable
estimation error e :=x − x̂ ∈ Rn in a noise-free setup
can be constructed by choosing L such that A − LC is
Hurwitz. In the presence of noise, from (2) and (3) we
obtain

ė = (A− LC) e+ (D − LE) w (4)

and, following the approach in [2], the stability of the
estimation error can be studied by using QB. Generally
speaking, (4) is said to be invariant with Lyapunov func-
tion V : Rn → [0,+∞) if

V (e) > 1⇒ V̇ (e, w) < 0 , ∀w ∈ [−1, 1]s . (5)

Moreover, the set EV := {e ∈ Rn : V (e) ≤ 1} is positively
invariant, contains the reachable set from the origin, and
is attractive (i.e., if the error is outside of EV , it ap-
proaches EV in finite time) if (5) is satisfied.

If (5) holds for a quadratic Lyapunov function V (e) =
e>Pe with P > 0 [15], (4) is said to be quadratically
bounded; moreover, (5) becomes

e>Pe > 1⇒ 2 e>P ((A− LC) e

+ (D − LE)w) < 0 , ∀w ∈ [−1, 1]s . (6)

In such a case the invariant, attractive set is given by
EP :=

{
e ∈ Rn : e>Pe ≤ 1

}
. In addition, any error signal

t 7→ e(t) can be bounded from above as follows:

|e(t)|2 ≤ 1

λmin(P )
max

{
e(0)>Pe(0), 1

}
(7)

for all t ≥ 0 and

lim sup
t→+∞

|e(t)| ≤ 1√
λmin(P )

. (8)

The following result provides a sufficient condition to
ensure the QB of the estimation error (see [2]).

Theorem 1 If there exist a symmetric matrix P > 0,
Y ∈ Rn×m, α ∈ Rs with αi > 0, i = 1, . . . , s, and a
scalar β > 0 such that(

A>P−C>Y >+PA−Y C+βP PD−Y E
? −diag(α)

)
<0 (9)

s∑
i=1

αi − β ≤ 0 . (10)

the estimation error given by the observer (3) with gain
L = P−1Y is quadratically bounded.

�

The parameters αi and β are needed to account for noise
bounds as required by the QB invariance conditions. In
practice, such parameters as well as the other ones in-
troduced later are Lagrange multipliers that allow to ac-
count for constraints or other conditions (see, for details,
the S-procedure [14, p. 23] and the references therein).
Since −β is also the exponential coefficient governing
the decrease of the estimation error in the noise-free set-
ting, one can proceed with the design first by finding the
maximum of β > 0 and then maximizing the minimum
eigenvalue of P at the price of some reduction of β [2–4].

Remark 1 Concerning the feasibility of the conditions
stated in Theorem 1, let us show that such conditions can
be easily satisfied without additional assumptions except
the detectability of the pair (A,C). Toward this end, let
us replace P = p0 P̄ with the matrix P̄ > 0 and scalar
p0 > 0 in (9), thus obtaining(

p0

(
A>L P̄ + P̄AL + βP̄

)
p0(P̄D − P̄LE)

? −diag(α)

)
< 0

(11)

where AL := A−LC for the sake of brevity. If we choose
L̄ ∈ Rm such that AL̄ is Hurwitz, there exist P̄ > 0
such that A>

L̄
P̄ + P̄AL̄ < 0 and, for the sign-preserving

property of continuous functions, β̄ > 0 sufficiently small
such that A>

L̄
P̄ + P̄AL̄+ β̄P̄ < 0. Moreover, let us choose

ᾱi = β̄/s, i = 1, . . . , s, in such a way as to satisfy (10).
Therefore, using the Schur lemma, it follows that (11) is
equivalent to

p0

(
A>L̄ P̄ + P̄AL̄ + β̄P̄

)
+ p2

0

(
P̄D − P̄ L̄E

)> (
P̄D − P̄LE

) β̄
s
< 0 ,

which holds by choosing a sufficiently small p0 > 0, thus
proving the feasibility of (9) and (10) with P = p0P̄ ,
Y = (p0P̄ )−1L̄, β = β̄, and αi = β̄/s, i = 1, . . . , s.

Clearly, it is preferable to impose a small steady-state
error by increasing λmin(P ) as much as possible, i.e.,
with the smallest invariant set for the estimation error.
Toward this end, in [2] an LMI-based design procedure
is proposed aimed at maximizing λ subject to the con-
straint P > λI, i.e.,

max
P>0;Y ;α∈Rs

>0;β,λ>0
λ s.t. P > λI, (9), (10) . (12)

The solution of this problem provides a gain L and the
steady-state bound ρe := 1/

√
λmin(P ) according to (8),

which corresponds to the minimization of the regime
value of the estimation error. The value of ρe certifies
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the effectiveness of the design and can be used for the
purpose of decision. We can evaluate an upper bound on
the norm of the residual r := y − C x̂ by noting that

|r| = |y − C x̂| = |C e+ E w| ≤ |C e|+ |E w̄|
≤ |C|ρe +

√
k|E|

where E ∈ Rm×k is the matrix made by the non-null
columns of E and w̄ ∈ [−1, 1]k is the vector of the cor-
responding components of w, with the integer k ≤ s.
Thus, it follows that |r| has to be lower than

θth := |C|ρe +
√
k|E| > 0 (13)

at steady state. Since the design procedure based on
(12) aims at minimizing the asymptotic upper bound
while neglecting the transient behavior, a switched-gain
observer turns out to be well-suited to trading between
these two different goals. The switching rule can be set
on the basis of (13), in that it is driven by evaluating
the norm of the residual in real time. Thus, in the next
section two different switched-gain estimators will be
analyzed.

3 Switched-gain Observers

A hybrid switched-gain observer is considered with a
discrete state q that remains constant during flows and
takes values 1 or 2 according to a hysteresis mechanism
based on the norm of the residual ) = y − C x̂. More
specifically, q = 1 is associated with “small” residuals,
while q = 2 corresponds to “high” residuals.

In line with recently developed approaches to estima-
tion based on hybrid modeling [5–7,9,18,22,27–30], the
proposed observer is described by

˙̂x = A x̂+B u+ Lq (y − C x̂)

q̇ = 0

}
(x̂, q, y, u, w) ∈ C

(14a)

x̂+ = x̂

q+ = 3− q

}
(x̂, q, y, u, w) ∈ D

(14b)

where y = Ce+Ew, C = C1∪C2, and D = D1∪D2 with

C1 := {(x̂, q, y, u,w) ∈ Rn × {1, 2} × Rm × Rp

× [−1, 1]s : |y − Cx̂| ≥ δ1θth, q = 1} ,
D1 := {(x̂, q, y, u,w) ∈ Rn × {1, 2} × Rm

×Rp × [−1, 1]s : |y − Cx̂| ≤ δ1θth, q = 1} ,
C2 := {(x̂, q, y, u,w) ∈ Rn × {1, 2} × Rm

×Rp × [−1, 1]s : |y − Cx̂| ≤ δ2θth, q = 2} ,
D2 := {(x̂, q, y, u,w) ∈ Rn × {1, 2} × Rm

×Rp × [−1, 1]s : |y − Cx̂| ≥ δ2θth, q = 2} ,

and δ1, δ2 ∈ (0, 1), δ1 < δ2 (the parameter θth is defined
in (13)). Fig. 1 pictorially shows the switching mecha-
nism.

Fig. 1. Switching rule based on hysteresis.

The interconnection between the plant in (2) and the
hybrid observer in (14) results in the hybrid system

ẋ =Ax+B u+Dw

˙̂x =A x̂+B u+ Lq (Cx+ Ew − C x̂)

q̇ =0


(x̂, q, Cx+ Ew,

u,w) ∈ C

(15a)

x+ = x

x̂+ = x̂

q+ = 3− q


(x̂, q, Cx+ Ew,

u,w) ∈ D

(15b)

with state (x, x̂, q), control input u, and disturbance in-
put w. When the input d = (u,w) is zero, this hybrid
system is well-posed, in the sense of [20, Definition 6.29,
p. 133]. In particular, well-posed nominal hybrid systems
with asymptotically stable compact sets are such that
asymptotic stability is robust to small perturbations;
see [20, Theorem 7.21, p. 152]. The following proposition
establishes well-posedness of (15) as well as existence of
solutions.

Proposition 1 For zero inputs, the hybrid system re-
sulting from the interconnection between the plant in (2)
and the hybrid observer in (14), which is given in (15),
has the following properties:

(1) It is well-posed;
(2) For each initial condition in C ∪ D, there exists a

maximal solution. In addition, each of its maximal
solutions is complete.

Furthermore, for any Lebesgue measurable inputs t 7→
u(t) and t 7→ w(t) defined on [0,∞), every maximal so-
lution to (15) is complete.

4



Proof. According to [20], when u ≡ 0 and w ≡ 0, the
data of the hybrid system in (15) is given by

F (x, x̂, q) =


Ax

A x̂+ Lq (Cx− C x̂)

0


for all (x, x̂, q) such that (x̂, q, Cx, 0, 0) ∈ C, and

G(x, x̂, q) =


x

x̂

3− q


for all (x, x̂, q) such that (x̂, q, Cx, 0, 0) ∈ D. By con-
struction, the sets C and D are closed since they are the
union of closed sets. The maps F and G are linear in the
state. Then, since (C, F,D, G) satisfies the hybrid basic
conditions in [20, Assumption 6.5, p. 120], (15) is well-
posed for zero inputs.

Next, we show that every maximal solution with
zero inputs is complete. Let (x, x̂, q) be such that
(x̂, q, Cx, 0, 0) ∈ C \D. If q = 1, then |Cx−Cx̂| > δ1θth,
and since q remains constant during flows and F is linear
in the state, flow of (15) is possible for a nonzero finite
amount of time. Hence, condition (VC) in [20, Propo-
sition 2.10, p. 33] holds – and, consequently, (VC)
in [20, Proposition 6.10, p. 124] holds. If q = 2, then
|Cx − Cx̂| < δ2θth, and flow is possible for a nonzero
finite amount of time. As a consequence, via [20, Propo-
sition 6.10, p. 124], there exists a nontrivial solution
from every point in C ∪ D; that is, there exists a solu-
tion that either flows for some nonzero finite amount
of time or jumps at least once. To show that every
maximal solution is complete, we show that (b) and (c)
in [20, Proposition 6.10, p. 124] do not hold. Due to Cq
andDq being, for each q ∈ {1, 2}, the closed complement
of each other (with the same value of q), by definition
of G, every point in C ∪D is mapped by G to a point in
C ∪ D. Then, (c) does not hold. Condition (b) does not
hold due to linearity of F . Then, by [20, Proposition
6.10, p. 124], every maximal solution to (15) with zero
inputs is complete.

Finally, when the inputs are not necessarily equal to
zero but Lebesgue measurable, completeness of maximal
solutions can be established via [16, Proposition 3.4, p.
2429]. �

The QB of the estimation error holds as follows.

Theorem 2 If there exist a symmetric matrix P > 0,
Y1, Y2 ∈ Rn×m,α1, α2 ∈ Rs>0, and scalars β1, β2, γ1, γ2 >

0, δ1, δ2 ∈ (0, 1) such thatA>P − C>Y1 + PA− Y1C
+β1P + γ1C

>C
PD − Y1E
+γ1C

>E

? γ1E
>E−diag(α1)

<0

(16)A>P − C>Y2 + PA− Y2C
+β2P − γ2C

>C
PD − Y2E
−γ2C

>E

? −γ2E
>E−diag(α2)

<0

(17)

1>α1 − β1 − γ1 δ
2
1 θ

2
th ≤ 0 (18)

1>α2 − β2 + γ2 δ
2
2 θ

2
th ≤ 0 (19)

δ1 < δ2 (20)

hold, then the estimation error dynamics resulting from
the observer (14) with gains L1 = P−1Y1 and L2 =
P−1Y2 is quadratically bounded with V (e) = e>Pe, see
(6).

Proof. From (2) and (14) it follows that

ė = (A− LqC) e+ (D − LqE)w

q̇ = 0

}
(e, q, w) ∈ C̃

(21a)

e+ = e

q+ = 3− q

}
(e, q, w) ∈ D̃

(21b)

where C̃ = C̃1 ∪ C̃2 and D̃ = D̃1 ∪ D̃2 with

C̃1 := {(e, q, w) ∈ Rn × {1, 2} × [−1,1]m : |Ce+ Ew|
≥ δ1θth, q = 1} ,

D̃1 := {(e, q, w) ∈ Rn × {1, 2} × [−1,1]m : |Ce+ Ew|
≤ δ1θth, q = 1} ,

C̃2 := {(e, q, w) ∈ Rn × {1, 2} × [−1,1]m : |Ce+ Ew|
≤ δ2θth, q = 2} ,

D̃2 := {(e, q, w) ∈ Rn × {1, 2} × [−1,1]m : |Ce+ Ew|
≥ δ2θth, q = 2} .

If (e, q, w) ∈ C̃1, we need to account for |Ce + Ew| ≥
δ1θth, while we have |Ce+Ew| ≤ δ2θth if (e, q, w) ∈ C̃2.

Thus, since C̃ = C̃1∪C̃2, it follows that the time derivative
of the Lyapunov function V (e) = e>P e is given by

V̇ (e, q, w) = e>
(
(A− LqC)>P + P (A− LqC)

)
e

+ w>(D> − E>L>q )Pe+ e>P (D − LqE)w

for each (e, q, w) ∈ C̃. From now on, using Yq = PLq ∈
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Rn×m with q ∈ {1, 2}, consider the equality

e>
(
(A− LqC)>P + P (A− LqC)

)
e

+ w>(D> − E>L>q )Pe+ e>P (D − LqE)w

= e>(A>P − C>Y >q + PA− YqC)e

+ w>(D>P − E>Y >q )e+ e>(PD − YqE)w .

If q = 1, we need to account for the condition |Ce +
Ew| ≥ δ1θth, which squaring both sides leads to

− e>C>Ce− e>C>Ew − w>E>Ce− w>E>Ew
+ δ2

1θ
2
th ≤ 0 . (22)

If q = 2, from |Ce+ Ew| ≤ δ2θth it follows that

e>C>Ce+ e>C>Ew + w>E>Ce+ w>E>Ew

− δ2
2θ

2
th ≤ 0 . (23)

Thus, we have to impose V̇ (e, q, w) < 0 with (22) when
q = 1 and (23) when q = 2 for all e ∈ Rn and wi ∈ R
such that

−e>Pe+ 1 < 0 (24)

and
w2
i − 1 ≤ 0 , i = 1, . . . , s. (25)

Using the S-procedure (see, e.g., [14, p. 23]), it is straight-
forward to impose that the time derivative of the Lya-
punov function V (e) by accounting for switching condi-
tion (22) and (23) with (24), and (25) by means of scalar
parameters that, for the sake of brevity, are lumped in
α1, α2 ∈ Rs>0 and β1, β2, γ1, γ2 > 0. More specifically,

a sufficient condition for V̇ (e, q, w) < 0 to hold subject
to (22), (23), (24), and (25) is given by the existence of
α1 ∈ Rs>0 and β1, γ1 > 0 such that

e>
(
A>P − C>Y >1 + PA− Y1C + β1P + γ1C

>C
)
e

+ w>
(
D>P − E>Y >1 + γ1E

>C
)
e+ e>

(
PD

− Y1E + γ1C
>E
)
w + w>

(
γ1E

>E − diag(α1)
)
w

+ 1>α1 − β1 − γ1δ
2
1θ

2
th ≤ 0 (26)

and α2 ∈ Rs>0 and β2, γ2 > 0 such that

e>
(
A>P − C>Y >2 + PA− Y2C + β2P − γ2C

>C
)
e

+ w>
(
D>P − E>Y >2 − γ2E

>C
)
e+ e>

(
PD

− Y2E − γ2C
>E
)
w + w>

(
− γ2E

>E − diag(α2)
)
w

+ 1>α2 − β2 + γ2δ
2
2θ

2
th ≤ 0. (27)

Such conditions are satisfied if (16), (17), (18), (19) to-
gether with (20) hold. In addition, note that the Lya-
punov function does not change in case of jumps since
from (21b) it follows that V (e+) = V (e). Then, since
the Lyapunov function does not increase during jumps
of (21), the estimation error is quadratically bounded. �

Notice that the stability conditions of Theorem 2 are
BMIs. The design of the observer (14) results from the
solution of the optimization problem

max
P>0;Y1,Y2;α1,α2∈Rs

>0;β1,β2,γ1,γ2,λ>0;δ1,δ2∈(0,1)
λ

s.t. P > λI, (16), (17), (18), (19), (20).
(28)

Remark 2 A generalization of the considered switched-
gain observer consists in adopting a multi-gain schedul-
ing given by (14) with a number of gains equal to k ≥ 3
by using

C =

k⋃
i=1

Ci D =

k⋃
i=1

Di

with

Ci := {(x̂, q, y, u,w) ∈ Rn × {1, . . . , k} × Rm × Rp

× [−1, 1]s : |y − Cx̂| ≥ δiθth, q = i} ,
Di := {(x̂, q, y, u,w) ∈ Rn × {1, . . . , k} × Rm × Rp

× [−1, 1]s : |y − Cx̂| ≤ δiθth, q = i} ,

for all odd integer i ≤ k,

Cl := {(x̂, q, y, u,w) ∈ Rn × {1, . . . , k} × Rm × Rp

× [−1, 1]s : |y − Cx̂| ≤ δlθth, q = l} ,
Dl := {(x̂, q, y, u,w) ∈ Rn × {1, . . . , k} × Rm × Rp

× [−1, 1]s : |y − Cx̂| ≥ δlθth, q = l} ,

for all even integer l ≤ k, where δi ∈ (0, 1), i = 1, . . . , k,
such that δi < δi+1, i = 1, . . . , k − 1, and gains
L1, . . . , Lk ∈ Rn×m.

Since (14) may undergo a large number of consecutive
jumps, the switching can be regularized by imposing a
hold time, i.e., a minimum dwell time required to keep the
observer with the same gain. Thus, consider the hybrid
observer

˙̂x = A x̂+B u+ Lq (y − C x̂)

q̇ = 0

τ̇ = 2− q

(x̂, τ, q, y, u, w) ∈ C

(29a)

x̂+ = x̂

q+ = 3− q
τ+ = 0

(x̂, τ, q, y, u, w) ∈ D

(29b)

where y = Cx+ Ew, C = C1 ∪ C2, D = D1 ∪ D2 with

C1 := {(x̂, τ, q, y, u, w) ∈ Rn × R≥0 × {1, 2} × Rm × Rp

× [−1, 1]s : |y − Cx̂| ≥ δ1θth or τ ∈ [0, Th], q = 1} ,
C2 := {(x̂, τ, q, y, u, w) ∈ Rn × R≥0 × {1, 2} × Rm × Rp
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× [−1, 1]s : |y − Cx̂| ≤ δ2θth, τ = 0, q = 2} ,
D1 := {(x̂, τ, q, y, u, w) ∈ Rn × R≥0 × {1, 2} × Rm × Rp

× [−1, 1]s : |y − Cx̂| ≤ δ1θth, τ = Th, q = 1} ,
D2 := {(x̂, τ, q, y, u, w) ∈ Rn × R≥0 × {1, 2} × Rm × Rp

× [−1, 1]s : |y − Cx̂| ≥ δ2θth, q = 2} ,

δ1, δ2 ∈ (0, 1), δ1 < δ2, and hold time Th > 0.

Following a reasoning like in the proof of Proposition 1,
the solution of the switched-gain observer (29) can be
proved to be complete for any x̂(0) ∈ Rn.

For the observer (29), similar conditions to those pre-
sented for (14) are established, as follows.

Theorem 3 If there exist a symmetric matrix P > 0,
Y1, Y2 ∈ Rn×m, α1, α2 ∈ Rs>0, and scalars β1, β2, γ > 0,
δ1, δ2 ∈ (0, 1) such that(
A>P − C>Y1 + PA− Y1C + β1P PD − Y1E

? −diag(α1)

)
<0

(30)A>P − C>Y2 + PA− Y2C
+β2P − γC>C

PD − Y2E
−γC>E

? −γE>E−diag(α2)

<0

(31)

1>α1 − β1 ≤ 0 (32)

1>α2 − β2 + γ δ2
2 θ

2
th ≤ 0 (33)

δ1 < δ2 (34)

hold, then the estimation error dynamics resulting from
the observer (29) with gains L1 = P−1Y1 and L2 =
P−1Y2 is quadratically bounded with V (e) = e>Pe.

Proof. In line with the proof of Theorem 2, notice that
the condition |r| = |y−C x̂| ≥ δ1θth might not be satis-
fied if (x̂, τ, q, y, u, w) ∈ C1 during the hold time. Instead,
we have still |r| = |y − C x̂| ≤ δ2θth if (x̂, τ, q, y, u, w) ∈
C2. Thus, we have to account only for (24) and (25) if
q = 1 and (23) together with (24) and (25) if q = 2.
This allows to conclude by following the same steps of
the proof of Theorem 2.

�

The design of the observer (29) can be done by solving

max
P > 0;Y1, Y2;α1, α2 ∈ Rs

>0; β1, β2, γ, λ > 0; δ2 ∈ (0, 1)

λ

s.t. P > λI, (30), (31), (32), (33).

(35)

Notice that the choice of δ1 needs to be done after solving

(35) by choosing this parameter strictly less than the
value of δ2 resulting from the solution of (35).

In the next section, we will show numerical results con-
cerning what proposed so far.

4 Simulation Results

Two case studies were addressed as shown in Sections
4.1 and 4.2, where the results of the design procedures
and simulation tests are described. The simulations were
obtained by using the Hybrid Equations Toolbox [31].

4.1 Oscillator with a Measurement Bias

Let us consider an autonomous oscillating system with a
measurement bias affecting the output and disturbances
with modulus no higher than 0.1, i.e.,

A =


0 1 0

−1 0 0

0 0 0

 C =
(

1 0 1
)

D =


0 0

0 0.1

0 0


and E = ( 0.1 0 ).

For the purpose of comparison, we constructed the ob-
server (3) by solving (12), thus providing

P =


13.9358 −4.5095 8.5645

−4.5095 9.7753 −9.2828

8.5645 −9.2828 29.9254

 L =


1.0544

0.9370

0.4745


α =

(
0.1453

0.1578

)
β = 0.3031

and hence ρe = 0.4117, θth = 0.6822; the value of λ is
just equal to the minimum eigenvalue of P and therefore
is omitted here and in what follows for the sake of brevity.
We will refer to this estimator as QB observer or QBO,
for short. The design of the QBO was obtained by using
a simple bisection method first to find the maximum
β > 0 and then apply a search method for maximizing
the minimum eigenvalue of P , while eventually reduce
β as well as selecting the remaining parameters (see,
e.g., [2,4] for similar approaches). By contrast, switched-
gain observers require to deal with more complex BMIs.
Specifically, the solution of the optimization problems
involved in the design of such observers to maximize
the minimum eigenvalue of P was obtained by using
the generalized pattern search (GPS) algorithm, which
consists in performing a local search on a grid around the
current point in such a way as to reduce the cost at each
iteration [13]. This search was carried out by using the
Matlab routine patternsearch to select some parameters
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while solving the LMI-based design conditions by means
of YALMIP [24] to find the remaining parameters.

We solved (28) to construct the observer (14) and found

P =


17.4271 −5.7903 11.8792

−5.7903 11.6919 −11.9934

11.8792 −11.9934 32.4385

 L1 =


0.8691

1.1827

0.4476



L2 =


1.1151

1.2468

0.6771

 α1 =

(
0.2202

0.1907

)
α2 =

(
0.2026

0.1983

)

β1 = 0.1076 β2 = 0.4009 γ1 = 0.9414

γ2 = 1.0e−14 δ1 = 0.8935 δ2 = 0.9482

with ρe = 0.4019. We will refer to this observer as
switched-gain QB observer (SGQBO).

0 10 20 30 40 50

time

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

 e
1
 QBO

 e
1
 SGQBO

 e
1
 HTSGQBO

Fig. 2. Evolution of the estimation errors in the first state
variable.

We solved (35) to find the gains of (29) and δ2; the
corresponding estimator will be denoted as hold-time
switched-gain QB observer (HTSGQBO). We obtained
the following results:

P =


17.4265 −5.7901 11.8786

−5.7901 11.6917 −11.9930

11.8786 −11.9930 32.4379

 L1 =


1.1151

1.2468

0.6771



L2 =


1.1151

1.2468

0.6771

 α1 =

(
0.2026

0.1983

)
α2 =

(
0.2026

0.1983

)

β1 = 0.4009 β2 = 0.4009 γ = 1.074e−10 δ2 = 0.4658

and chose Th = 3 and δ1 = δ2/2 for the HTSGQBO
(ρe = 0.4019). Notice that the gains L1, L2 coincide,
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Fig. 3. Evolution of the estimation errors in the second state
variable.
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Fig. 4. Evolution of x3 and its estimates.

which suggests the investigation of observers based on
Lyapunov functions with a richer structure such as piece-
wise quadratic Lyapunov functions (see, among others,
[21]).

Table 1 reports the different asymptotic bounds,
thus highlighting the effectiveness of the proposed
optimization-based design for SGQBO and HTSGQBO
as compared to QBO. Indeed, the HTSGQBO design
provided the same gains but the hold time setup turns
out really effective in the transient, as shown in Figs.
2-6, where the results of a simulation run with initial
state (0.5 , 0.5 , 0), estimated initial states all equal to
(−0.5 , −0.5 , 0), disturbances chosen according to a
uniform distribution in [−1, 1], and a unitary bias on
the output occurring at time t = 25 s as a step function
are presented.

As shown in Figs. 2-4, the QBO performs worse than the
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Fig. 6. Evolution of q given by the SGQBO and of q, τ given
by the HTSGQBO.

Table 1
Steady-state asymptotic bounds

QBO SGQBO HTSGQBO

ρe 0.4117 0.4019 0.4019

SGQBO and HTSGQBO with lower rate of convergence
(see, e.g., in Fig. 4 the slow adaptation of the QBO bias
estimate to the true value).

4.2 Unstable System with a Measurement Bias

Let us consider an unstable system with output subject
to a bias likewise in Section 4.1, i.e., with the very same

matrices except A given by

A =


0 1 0

−1 1 0

0 0 0

 .

We designed the observer (3) by solving (12), thus ob-
taining

P =


21.4919 −8.2726 23.9463

−8.2726 5.6839 −12.5315

23.9463 −12.5315 42.4601

 L =


2.6823

6.3306

1.1007


α =

(
0.3163

0.1197

)
β = 0.4360 ρe = 0.76986 θth = 1.1887

for the QBO. Concerning the SGQBO, we solved (28)
and got

P =


27.1638 −10.1011 30.4564

−10.1011 6.6698 −15.0113

30.4564 −15.0113 47.6395

 L1 =


2.3891

7.4225

1.6145



L2 =


2.5161

7.6372

1.7003

 α1 =

(
0.43708

0.16105

)
α2 =

(
0.42987

0.15328

)

β1 = β2 = 0.5981 γ1 = 0.375 γ2 = 0.25 δ1 = 0.14142

δ2 = 0.17321 ρe = 0.75482 .

We solved (35) to design an HTSGQBO, for which we
chose Th = 3. We obtained

P =


27.9835 −10.3860 31.3830

−10.3860 6.8430 −15.4179

31.3830 −15.4179 48.8230

 L1 =


2.5029

7.7147

1.7380



L2 =


2.5029

7.7147

1.7380

 α1 =

(
0.4446

0.15813

)
α2 =

(
0.4446

0.15813

)

β1 = β2 = 0.60273 γ = 8.7817e−11 δ2 = 0.96986

and chose δ1 = 0.4849. The asymptotic bounds ob-
tained for QBO, SGQBO, and HTSGQBO are shown
in Table 2. The results of a simulation run with ini-
tial state (0.5 , 0.5 , 0), estimated initial states all equal
to (−0.5 , −0.5 , 0), disturbances chosen according to a
uniform distribution in [−1, 1], and a bias equal to 2 on
the output occurring at time t = 25 s are presented in
Figs. 7-11. Again, SGQBO and especially HTSGQBO
turn out to perform much better than QBO.
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Table 2
Steady-state asymptotic bounds

QBO SGQBO HTSGQBO

ρe 0.76986 0.75482 0.74800
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Fig. 7. Evolution of the estimation errors in the first state
variable.
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Fig. 8. Evolution of the estimation errors in the second state
variable.

5 Conclusion

Hysteresis-based switching observers for linear systems
affected by bounded disturbances have been studied in
the hybrid systems framework by relying on QB and
investigating the use of a hold time mechanism to in-
crease the performances in the transient. Future work
will concern piecewise quadratic Lyapunov functions to
construct more effective observers by taking advantage
of their richer structure with additional parameters to be
tuned as compared with standard quadratic Lyapunov
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Fig. 9. Evolution of x3 and its estimates.

0 10 20 30 40 50

time

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2
10

10

 y

Fig. 10. Evolution of y.

functions. The extension of the proposed approach to
deal with systems with Lipschitz nonlinearities by using,
for example, high-gain observers [1] will be addressed as
well. Another topic of interest is estimation for switch-
ing systems, while accounting for sensor and actuator
faults and exploiting bounds on the estimation error for
a consistent choice of the detection threshold.
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