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Abstract

We consider the problem of rendezvous, proximity operations, and docking of
an autonomous spacecraft. The problem can be conveniently divided into three
phases: 1) rendezvous phase; 2) docking phase; and 3) docked phase. On each
phase the task to perform is different, and requires a different control algo-
rithm. Angle and range measurements are available for the entire mission, but
constraints and tasks to perform are different depending on the phase. Due to
the different constraints, available measurements, and tasks to perform on each
phase, we study this problem using a hybrid systems approach, in which the
system has different modes of operation for which a suitable controller is to be
designed. Following this approach, we characterize the family of individual con-
trollers and the required properties they should induce to the closed-loop system
to solve the problem within each phase of operation. Furthermore, we propose a
supervisory algorithm that robustly coordinates the individual controllers so as
to provide a solution to the problem. In addition, we present specific controller
designs that appropriately solve the control problems for individual phases and
validate them numerically.
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1. Introduction

1.1. Background, Motivation, and Problem Statement

Recent developments in the field of automation and control have motivated
the use of new approaches and strategies for control and navigation in advanced
space missions; see [1] and the references in3. These space missions include
spacecraft rendezvous, proximity operations and docking [2, 3, 4, 5, 6, 7], or-
bital debris removal [8, 9], and rendezvous to non-cooperative free-flying space
objects [10, 11] to name a few. Such advanced space missions present several
challenges and may require switching between multiple strategies to achieve ro-
bust performance. In most practical applications, the data required to design
such advanced switching strategies may be affected by environmental pertur-
bations. Hence, the work in this paper focuses on the study of robust control
applied to spacecraft close-proximity missions.

Rendezvous and docking play a crucial role in space missions that are not
only critical phases in routine manned spaceflight (e.g., Apollo, Space Shut-
tle, International Space Station (ISS)) but also in more advanced operations,
some of which demanding autonomous solutions, such as resupply (e.g., Auto-
mated Transfer Vehicle (ATV), H-II Transfer Vehicle (HTV), Cygnus, Dragon
to ISS), assembly (e.g., ISS, proposed large-aperture telescopes, large space
structures/habitats), servicing/repair (e.g., Hubble, DARPA Phoenix), refuel-
ing (e.g., Orbital Express, proposed fuel depots) rendezvous and docking is
useful. The relative motion between two or more spacecraft in close proximity
are often modeled assuming a circular chief orbit and a deputy orbit linearized
about the chief’s position. This results in the well-known Clohessy-Wiltshire-
Hill (CWH) equations [12, 13]. In most cases the target spacecraft is passive
while the chaser spacecraft is controlling the rendezvous and docking. The Con-
cept of Operations (CONOPS) of the space missions mentioned above share the
following phases (see [1]):

1. Rendezvous phase: it describes one spacecraft approaching another within
10km to 100m as Figure 1 shows;

2. Docking phase: it describes final maneuvers executed to engage docking
ports within 100 to 0m as Figure 1 shows;

3. Docked phase: it describes the control of the rigidly attached spacecraft
pair as Figure 2 shows.

Closed-loop feedback control solutions for spacecraft relative motion for close-
proximity missions include LQR control [14], time-varying gain control [15],
and output tracking schemes that successfully reject disturbances [16]. In [17]
a rendezvous and docking problem along with obstacle avoidance and plume

3An invited session on the topic of ‘A Spacecraft Benchmark Problem for Analysis &
Control of Hybrid Systems’ organized at the 2016 IEEE 55th Conference on Decision and
Control (CDC)
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Figure 1: Rendezvous and docking phase between the chaser and target spacecraft.
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Figure 2: Docked phase between chaser and target spacecraft.

impingement is solved using an online-and-offline optimal control technique. In
this method, an optimal control algorithm with probabilistic search is used to
generate a series of control actions off-line and a method based on the gradi-
ent descent formulation is used to achieve real-time obstacle avoidance. Model
predictive control (MPC) strategies for rendezvous and docking missions are
suggested in [18, 19, 20] and an MPC algorithm for rotating/tumbling platform
with obstacle avoidance is presented in [21, 22]. A detailed discussion on the cur-
rent state of model predictive control approaches to various aerospace systems is
presented in [23]. In [24], a two-stage optimal control strategy is implemented.
This controller includes equations of motion that are differentially flat in relative
coordinates in the first stage and an MPC with linearized dynamics in second
stage. Formal verification algorithms are applied to spacecraft rendezvous prob-
lem in [25, 26] with simulation-driven reachability analysis using the verification
tool DryVR [27]. In addition, safe reachable sets for the above mentioned space-
craft rendezvous problem with minimum fuel and minimum time trajectories are
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discussed in [28].
In certain control applications, control design tools that divide the problem

into subproblems for which several control laws can be designed independently
and then combined to solve the original problem are prevalent for many rea-
sons. They reduce design and implementation time as well as add modularity
and flexibility to the control system. They are also appropriate when a sin-
gle, continuous stabilizing control law does not exist or when its design is not
straightforward. Moreover, multiple control laws, when properly designed and
applied to the plant, can enhance the robustness properties of the closed-loop
system. Such a “divide and conquer” approach to control design is also ubiq-
uitous in control problems where precise control is desired nearby particular
operating points while less stringent conditions need to be satisfied at other
points. This corresponds to the problem of uniting local and global controllers
in which two control laws are used: one that works only locally (perhaps guar-
anteeing good performance) and another that is capable of steering the system
trajectories to a neighborhood of the operating point where the local control
law works [29, 30]. This patchy feedback control strategy, which consists of
partitioning the state space into disjoint regions in which a state-feedback law
is designed in such a way that the desired point or set is globally asymptotically
stabilized, is presented in [31, 32]. The related throw-and-catch approach is dis-
cussed in [33], which extends the uniting approach described above by including
open-loop control laws. As argued above, these capabilities are highly desired
for CONOPS due to varied mission requirements, and in this work we extend
and apply such “divide and conquer” approach to spacecraft close-proximity
missions.

The concepts of hybrid system theory (see [34, 35]) that include both con-
tinuous and discrete dynamics have shown potential to address the issues of
chattering with limited sensor/actuator data. These hybrid system techniques
formulate a hysteresis (overlap) region to switch between various controllers
thus overcoming the issue of chattering.

1.2. Contributions

In this paper, we apply the divide-and-conquer approach enabled by hybrid
feedback control to the problem of rendezvous, proximity operations, and dock-
ing of an autonomous spacecraft modeled using the CWH equations, which are
widely used in the literature of spacecraft control. This problem consists of the
following three main phases:

1. Rendezvous phase with range and angle measurements, as Figure 1 shows;

2. Docking phase with range and angle measurements, as Figure 1 shows;

3. Docked phase with range and angle measurements, as Figure 2 shows.

The state constraints, available measurements, as well as the tasks to perform
are different for each of the phases. This change in the specifications and in
the function defining the measurements lead to a nonsmooth dynamical system.
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Due to the interest in a feedback controller that does not exhibit chattering, that
can be designed in a modular fashion and systematically, and that guarantees
robust stability properties, we propose a hybrid systems approach, in which
the system has different modes of operation, and design both the individual
controllers for each mode as well as the algorithm that supervises them. More
precisely, we contribute to the problem of rendezvous, proximity operations, and
docking of an autonomous spacecraft by

• Formulating the problem to be solved based on measurements available,
and tasks to be performed in each of the rendezvous, docking and docked
phases (see Section 2).

• Characterizing the family of individual controllers and the required prop-
erties they should induce to the closed-loop system to solve the problem
within each phase of operation (see Section 4).

• Providing specific controller designs that appropriately solve the control
problems for individual phases (see Sections 5).

• Designing a supervisor that robustly coordinates the individual controllers
so as to provide a solution to the problem (see Sections 6).

• Results simulating and validating the above mentioned steps numerically
is presented in Section 7.

2. Preliminaries

2.1. Notation

The following notation and definitions are used throughout the paper. An
n-dimensional Euclidean space is denoted by Rn. The set of real numbers are
denoted by R, Z denotes the integers and R≥0 denotes the nonnegative real num-
bers, i.e., R≥0 = [0,∞). The natural numbers including 0, i.e., N = {0, 1, . . .}
are denoted by N. The set of positive semidefinite and positive definite, sym-
metric matrices, respectively, are denoted by Π≥0 and Π>0. An open unit ball
in a Euclidean space is denoted by B. Given a set A ⊂ Rn and a point x ∈ Rn,
|x|A := infy∈A |x − y|. The equivalent notation [x> y>]> and (x, y) is used
for vectors. Given a vector y ∈ Rn, |y| denotes its Euclidean norm. For a
generic vector norm |.|, its corresponding induced matrix norm on P is given
by |P |. Given a symmetric positive matrix P , λ(P ) denotes its eigenvalue. An
identity matrix of appropriate dimension is denoted by I and Is denotes the
identity matrix with dimension s × s. An n × p zero vector/matrix is repre-
sented by 0n×p. A function α : R≥0 → R≥0 is said to belong to class-K if it
is continuous, zero at zero, and strictly increasing. A function α : R≥0 → R≥0
is said to belong to class-K∞ if it belongs to class-K and is unbounded. A
function β : R≥0 × R≥0 → R≥0 is said to belong to class-KL if it is non-
decreasing in its first argument, nonincreasing in its second argument, and
lims↘0 β(s, t) = limt→∞ β(s, t) = 0.
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2.2. Spacecraft relative motion

In this paper, we consider a model of the chaser spacecraft given by the
so-called Clohessy-Wiltshire-Hill (CWH) equations, namely,

ẍ− 2nẏ − 3n2x = Fx

mc
,

ÿ + 2nẋ =
Fy

mc
,

z̈ + n2z = Fz

mc
,

(1)

where (x, y, z) and (ẋ, ẏ, ż) are the position and velocity, in the rotating Hill
frame whose origin is at the location of the target spacecraft and whose x, y,
and z directions point in the local radial, along-track, and cross-track directions,
respectively. The control forces in the x, y and z directions, respectively, are

Fx, Fy and Fz, the mass of the chaser is mc, and n :=
√

µ
ro3 is the orbital mean

motion of the target, where µ is the gravitational parameter of the Earth and
ro is the orbit radius of the target spacecraft. The state space representation of
(1) is given by

η̇ = Aη +Bu, (2)

where η := (x, y, z, ẋ, ẏ, ż) ∈ R6 is the state vector, u := (Fx, Fy, Fz) ∈ R3 is the
input vector, and

A:=


0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

3n2 0 0 0 2n 0
0 0 0 −2n 0 0
0 0 −n2 0 0 0

, B:=



0 0 0
0 0 0
0 0 0
1
mc

0 0

0 1
mc

0

0 0 1
mc


are the state and input matrices, respectively. In the sections to follow, we will
define the measurements and constraints based on the region of operation of the
system.

2.3. Well-posed hybrid systems

To overcome topological issues with antipodal points as mentioned in Sec-
tion 1.1, in this paper, we formulate the problem of rigid body pose control
in the framework for hybrid systems as in [35, 34]. Hybrid systems are dy-
namical systems with both continuous and discrete dynamics. A hybrid system
H = (C,F,D,G) is defined by the following objects:

• A set C ⊂ Rn called the flow set;

• A map F : Rn ⇒ Rn called the flow map;

• A set D ⊂ Rn called the jump set;

• A map G : Rn ⇒ Rn called the jump map.
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The flow map F defines the continuous dynamics on the flow set C, while the
jump map G defines the discrete dynamics on the jump set D. In addition,
C ⊂ domF , D ⊂ domG, such that F and G are nonempty on C and D,
respectively. These objects are referred to as the data of the hybrid system H.
Denoting the state of the hybrid system H by χ, the notation χ+ indicates the
values of the state after the jump. A solution φ to H is given on an extended
time domain, called hybrid time domain, that is parametrized by the pairs (t, j),
where t is the ordinary time component and j is a discrete parameter that keeps
track of the number of jumps; see [35, Definition 2.6]. Given a solution φ to H,
the notation domφ represents its domain, which is a hybrid time domain. A
solution toH is said to be nontrivial if domφ contains at least one point different
from {(0, 0)}, complete if domφ is unbounded, and maximal if it cannot be
extended, i.e., it is not a truncated version of another solution. The set SH(ξ)
denotes the set of all maximal solutions to H from ξ. This framework also
permits explicit modeling of perturbations in the system dynamics, a feature
that is very useful for robust stability analysis of dynamical systems; see [35]
for more details.

2.4. Stability theory

In this paper, we employ the following asymptotic stability notion for the
closed-loop hybrid systems.

Definition 2.1 ((pre-)asymptotic stability [35, Definition 3.6]). Consider
a hybrid system H. A closed set A ⊂ Rn is said to be

• stable for H if for each ε > 0 there exists δ > 0 such that any solution φ
to H with |φ(0, 0)|A ≤ δ satisfies |φ(t, j)|A ≤ ε for all (t, j) ∈ domφ;

• pre-attractive for H if there exists δ > 0 such that any solution φ to H
with |φ(0, 0)|A ≤ δ is bounded and if it is complete then φ(t, j) → A as
t+ j →∞;

• pre-asymptotically stable if it is both pre-stable and pre-attractive;

• asymptotically stable if it is pre-asymptotically stable and there exists δ >
0 such that any maximal solution φ to H with |φ(0, 0)|A ≤ δ is complete.

The set of all points in C ∪ D from which all solutions are bounded and the
complete ones converge to A is called the basin of pre-attraction4 of A. When
the basin of (pre-)attraction is equal to Rn, the set A is said to be globally
(pre-)asymptotically stable. 4

4Note that by definition, the basin of pre-attraction contains a neighborhood of A. In
addition, points in Rn \ (C∪D) always belong to the basin of pre-attraction since there are no
solutions starting at such points, and therefore, there is nothing to be checked. Furthermore,
if A is pre-asymptotically stable and every maximal solution is complete, then we say that A
is asymptotically stable (without the prefix “pre”).
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Additional details on hybrid system theory can be found in [35, 36]. With
these preliminaries on the hybrid system theory, next we present the problem
formulation.

3. Problem Formulation

With this general overview, in this paper, we solve the problem of CONOPS
of a space mission consisting of rendezvous, docking, docked phase described in
Section 1.1. Let us consider the Clohessy-Wiltshire-Hill (CWH) equations as
given in (1). For this model, let us consider that the relative position between

the chaser and the target is represented by ρ(x, y, z) :=
√
x2 + y2 + z2. Let

Nn(0, σ2) be the set of measurable functions in an n-dimensional Euclidean
space with Gaussian distribution having zero mean and variance σ2. We are
ready to state the problem to solve (see [1]) as follows.

Problem 1: Given positive constants mc, mt, µ, ro, umax, ρmax > ρr > ρd,
V , Vmax, σ1, σ2, σ3, σ4, tf > te, for some t2f < t3f < t4f such that t3f ≤ te,
t4f ≤ tf , θ ∈ [0, π2 ), and (xp, yp, zp) ∈ R3, design a feedback controller that
measures angle and range

y = h(η) + v,

h(η) = (arctan
(
y
x

)
, arcsin

(
z

ρ(x,y,z)

)
, ρ(x, y, z)),

(3)

where arctan : R → [−π, π], arcsin : R → [0, 2π] are four-quadrant inverse
tangent and inverse sin, respectively, v ∈ Nn(0, σ2

n), n ∈ {1, 2, 3, 4}; and assigns
u ∈ R3 such that for every initial condition

η0∈M0 :=
{
η ∈ R6 : ρ(x, y, z) ∈ [0, ρmax], ρ(ẋ, ẏ, ż)∈ [0, V ]

}
of the chaser with dynamics as in (2) such that the following conditions are
satisfied:

a) Input constraints: The control signal t 7→ u(t) satisfies the “maximum
thrust” constraint supt≥0 max{|Fx(t)|, |Fy(t)|, |Fz(t)|} ≤ umax namely, for
each t ≥ 0,

u(t)∈ UP :=
{
u ∈ R3:max{|Fx|, |Fy|, |Fz|}≤ umax

}
; (4)

b) Phase I constraints: As shown in Figure 3, for each

η ∈M1 :=
{
η ∈ R6 : ρ(x, y, z) ∈ [ρr,∞)

}
,

angle and range measurements y ∈ R3 are available as in (3), namely,

h(η) =

(
arctan

(y
x

)
, arcsin

(
z

ρ(x, y, z)

)
, ρ(x, y, z)

)
(5)

and v ∈ N 3(0, σ2
1);
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Figure 3: Constrains defining Phase I and Phase II.

c) Phase II constraints: As shown in Figure 3, for each

η ∈M2 :=
{
η ∈ R6 : ρ(x, y, z) ∈ [ρd, ρr)

}
, (6)

angle and range measurements y ∈ R3 are available as in (3), that is, we
have h as in (5) and v ∈ N 2(0, σ2

2);

d) Phase III constraints: As shown in Figure 4, for each

η ∈Ma
3 :=

{
η ∈ R6 : ρ(x, y, z) ∈ [0, ρd)

}
,

y ∈ R3 is available as in (3) and v ∈ N 2(0, σ2
3).

While, in addition, if η ∈Ma
3 ∩Mb

3, where

Mb
3(θ) :=

η∈R6:


sin(θ/2) cos(θ/2) 0
sin(θ/2) − cos(θ/2) 0
sin(θ/2) 0 cos(θ/2)
sin(θ/2) 0 − cos(θ/2)


xy
z

≤


0
0
0
0




namely, the position state is in a 3-dimensional cone with aperture θ cen-
tered about the x axis, then the following constraint on closing/approaching
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Figure 4: Constrains defining Phase III.

velocity 5 is satisfied:

η ∈Mc
3:=
{
η ∈ R6 : ρ(ẋ, ẏ, ż) ≤ Vmax

}
,

where ρ(ẋ, ẏ, ż) :=
√
ẋ2 + ẏ2 + ż2;

e) Phase IV constraints: When the chaser docks to the target (docked phase),
the chaser-target dynamics are given as in (2) with mc + mt in place of
mc under the constraint (4), where mt is the mass of the target spacecraft
located at the relocation position given by (x, y, z) = (0, 0, 0). In addition,
position measurements relative to a partner at location (xp, yp, zp) are
available, namely,

h(η)=
[
arctan

(
rx(x)
ry(y)

)
arcsin

(
rz(z)

ρ(rx,ry,rz)

)
ρ(rx, ry, rz)

]
, (7)

where rx(x) = x− xp, ry(y) = y − yp, rz(z) = z − zp, v ∈ N 2(0, σ2
4);

f) Time constraints: The following holds for the η-component t 7→ η(t) of
each solution to the closed-loop system: for some t2f < t3f < t4f such
that t3f ≤ te, t4f ≤ tf , we have

(a) The chaser reaches the cone first, i.e.,

η(t2f ) ∈Ma
3 ∩Mb

3 and ρ(x(t2f ), y(t2f ), z(t2f )) = ρd;

5This is the “maximum closing velocity constraint.”
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(b) Next, the chaser docks on the target no later than t3f time units, i.e.,

η(t3f ) ∈Mc
3 =

{
η ∈ R6 : η = 0

}
;

(c) Once docked, the docked chaser (or chaser-target) reaches the partner
location no later than t4f time units, i.e.,

η(t4f ) ∈M4

where

M4 :=
{
η∈R6: (x, y, z)=(xp, yp, zp),(ẋ, ẏ, ż)=(0, 0, 0)

}
.

4

Remark 3.1. The values of the constants mc, mt, µ, ro, umax, and (xp, yp, zp)
are imposed by the vehicles and their environment. The constants ρmax, ρr, ρd,
V , Vmax, θ, tf , and te are imposed by the mission and the desired performance.

To define the dynamics of the systems to control under the above constraints in
Problem 1, we define the following functions and sets (see Figure 3, Figure 4):
with ε ∈ (0, θ), δ∗2b > 0,

M :=M2 ∪Ma
3 =

{
η ∈ R6 : ρ(x, y, z) ∈ [0, ρr)

}
,

Xlos :=Ma
3 ∩Mb

3(θ),

X εlos :=Ma
3 ∩Mb

3(θ − ε),
X εδlos :=

(
(X εlos + δ∗2bB) ∩Mb

3(θ − ε)
)
\ X εlos,

h1(η) :=

 arctan
(
y
x

)
arcsin

(
z

ρ(x,y,z)

)
ρ(x, y, z)

 ∀η ∈M∪M1,

h2(η) := h1(η) ∀η ∈M,

h3(η) := h1(η) ∀η ∈M,

h4(η) :=


arctan

(
rx(x)
ry(y)

)
arcsin

(
rz(z)

ρ(rx,ry,rz)

)
ρ(rx, ry, rz)

 ∀η ∈M,

Note, the dynamics of the chaser are given by the plant

η̇ = Aη +Bu

ya = hP (η) :=

[
h1(η)
h0(η)

]
if η ∈M1

h1(η) if η ∈M

(η, u)∈CP×UP (8)

where CP := (((M∪M1) \ Xlos) ∪ (Xlos ∩Mc
3)). The virtual output func-

tion h0 is defined to capture the lack of range measurements when in M1: for
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some small γ > 0, h0(η) is zero for each η ∈ M1 \ (M + γB), and equal to√
x2 + y2 + z2 for each η ∈M. In addition, h1, h2, h3, and h4, define the range

and angle measurements as in (5). Similarly, the constrained dynamics of the
chaser-target are

η̇ = Aη +BRu
yb = hR(η) := h4(η)

}
(η, u) ∈ CR × UP (9)

where BR := 1
mc+mt

(03×3, I3) CR :=M, and UP is defined in (4).

4. General Hybrid Feedback Control Strategy

4.1. General strategy to solve Problem 1

Next, we propose an algorithm that supervises multiple hybrid controllers
that are designed to cope with the individual constraints and to satisfy the
desired temporal properties. The supervising algorithm is modeled as a hybrid
system, which we denote by Hs, and is in charge of supervising the following
individual hybrid controllers:

• Hybrid controller for rendezvous from distances far from target (Phase
I): this controller is denoted Hc,1 and its goal is to steer the chaser to a
point in the interior of M, in particular, from points in the compact set
M1 ∩M0;

• Hybrid controller for rendezvous in close-proximity to target (Phase II):
this controller is denoted Hc,2 and its goal is to steer the chaser to a point
in the interior of Xlos, in particular, from points in M2;

• Hybrid controller for docking to target (Phase III): this controller is de-
noted Hc,3 and its goal is to steer the chaser to nearby η = 0 from points
in M2 ∪Ma

3 ;

• Hybrid controller for relocation of target (Phase IV): this controller is
denoted Hc,4 and its goal is to steer the chaser-target from nearbyMc

3 to
a neighborhood of the partner position (xp, yp, zp).

The operations described above are subject to the constraints stated in Prob-
lem 1. Each of the hybrid controllers operates in specific regions of the state
space. These regions along with the goals of the individual hybrid controllers
are formalized next. Note that the tasks performed by the controllers Hc,3 and
Hc,4 are practical, in the sense that the trajectories η are steered from and to
neighborhoods of the desired sets respectively. With this strategy, we have the

following result.

Theorem 4.1. Given the parameters listed in Problem 1 and subject to the
constraints therein, suppose there exist positive constants δ1, δ∗1 , δ2, δ∗2a, δ∗2b, δ3,
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δ∗3 , δ4, δ∗4 , and ε, such that δ1 ∈ (0,min{δ∗1 , ρr−ρd}), δ2 ∈ (0, δ∗2a), δ∗3 ∈ (0, ρd),
δ3 ∈ (0, δ∗3), closed sets A1, A2, and A4 satisfying

A1 + δ∗1B ⊂ M,
A2 + δ∗2aB ⊂ X εδlos,
A4 + δ4B ⊂ (xp, yp, zp, 0, 0, 0) + δ∗4B,

(10)

(xp, yp, zp, 0, 0, 0) ∈ A4 and

1. A well-posed hybrid controller Hc,1 rendering A1 + δ1B finite-time attrac-
tive from M1 ∩M0 within T1 seconds;

2. A well-posed hybrid controller Hc,2 rendering A2 + δ2B finite-time attrac-
tive from

{
η ∈ R6 : ρ(x, y, z) ∈ [0, ρr − δ1]

}
within T2 seconds;

3. A well-posed hybrid controller Hc,3 capable of

(a) steering η from A2 + δ2B to X εlos within T3a seconds;

(b) rendering X εlos ∪ X εδlos forward invariant;

(c) steering η from X εlos to A3 + δ3B within T3b seconds, where, A3 :=
{(0, 0, 0, 0, 0, 0)}.

4. A well-posed hybrid controller Hc,4 rendering A4 + δ4B finite-time attrac-
tive from A3 + δ3B within T4 seconds and A4 asymptotically stable, with
the basin of attraction containing A4 + δ4B.

5. T1 + T2 + T3 ≤ te and T4 ≤ tf − te.

Then, there exists a supervisor Hs that solves6 Problem 1 and renders the set
A4 asymptotically stable with basin of attraction containing M0 when projected
to the η component of the state space. Furthermore, the set A4 is semiglobally
practically robustly asymptotically stable for the closed-loop system with quan-
tifiable margin of robustness 7.

Note that Theorem 4.1 requires finite-time attractivity of neighborhoods of
the sets A1, A2, A3, and A4, rather than finite-time attractivity of these sets
themselves. The required finite-time attractivity property can be guaranteed
using tools asymptotic stabilization of sets applied to the respective sets A1,
A2, A3, and A4.

6Modulo the fact that the η converges to a δ∗4 neighborhood of the partner position.
7In Theorem 4.1, ‘practical’ means that the solutions to the closed-loop hybrid system in

the presence of some small disturbances, converge δ4 > 0 close to the desired set A4 in a
semiglobal manner, namely, when the solutions start from arbitrary compact sets of initial
conditions. Also, the value of δ4 can be made arbitrarily small but not necessarily zero.
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5. Individual controller design

Before formalizing the individual controller design, since the chaser is rel-
atively far away from the target, and only range and angle measurements are
available, first an observer-based LQR controller using hybrid Kalman filter is
implemented in Phase I with the additional feedforward term Γ(η). Precisely,
following [37], [38, Chapter 14], we feedforward the term

Γ(η):=

(
01×3,−2n2x+

µ

r2o
− µ

r3d
(ro + x), n2y − µ

r3d
y, n2z − µ

r3d
z

)
.

The controllers in the Phases II-IV sections are designed considering that the
state η ∈ R6 is available for feedback. Note that the state η ∈ R6 in Phases II-IV
can be estimated with observer (hybrid Kalman) without the feedforward term
due to the closer relative distance between the chaser and the target spacecraft.

To establish the properties in Theorem 4.1, we explicitly construct a super-
visor Hs guaranteeing the stated properties. We start by characterizing the
properties of the individual hybrid controllers, followed by the individual con-
troller design.

5.1. Hybrid controller for Phase I

The hybrid controller Hc,1 renders an inflation of the closed set A1 finite-
time attractive for the solution components η starting from M1 ∩ M0. The
inflation is given by the set A1 + δ1B with δ1 ∈ (0, δ∗1), where δ∗1 > 0 satisfies
(10). Namely, the basin of attraction induced by Hc,1 in η-space is Bη1 and
contains M1 ∩M0. When this property holds, the components η of solutions
with Hc,1 will reach M in finite time due to A1 being in the interior of M.
The neighborhood of size δ∗1 in (10) enables the supervisor to use measurements
given by h2 to detect when η is inside M. For this purpose, we define the set
of η points that trigger switches in the supervisor from using Hc,1 to using Hc,2
as

D12 :=
{
η ∈ R6 : ρ(x, y, z) ∈ [0, ρr − δ1

}
],

where, δ1 ∈ (0,min{δ∗1 , ρr − ρd}) is such that

A1 + δ1B ⊂ D12 and M\D12 ⊂M2.

The latter condition guarantees that switches from using Hc,1 to using Hc,2
occur inside M2.

Due to the presence of noise or wrong initializations, switches back to Hc,1
may need to be triggered. Using measurements given by h2, such switches will
occur nearby the boundary of M and away from D12. We refer to this set as
the recovery set of the supervisor and define it as

Dr1 :=
{
η ∈ R4 : ρ(x, y, z) ∈ [ρr − δr1, ρr]

}
,

where, δr1 ∈ (0, δ1). Figure 5 sketches these constructions.
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(a) Set Construction 3D

M

A1

δ1

δ1

Dr1

(b) M and A1

M

A1

δ1

δ1

(c) M and Dr1

D12

δ1

δr1
Dr1

(d) M and D12

δ1

M

D12

Figure 5: 2D representation of the set constructions for Hc,1.

5.1.1. An observer-based LQR design of Hc,1
The controllerHc,1 is designed such that the inflated closed setA1+δ1B ⊂M

is finite-time attractive for the initial conditions starting from basin of attraction
induced by Hc,1 in η space, as outlined in Section 5.1. Since the chaser is
relatively far away from the target in Phase I, we implement a hybrid Kalman
as discussed in the beginning of Section 5. This hybrid observer (that resembles
a continuous-discrete extended Kalman filter) with state χe := (ηe, S, τ) ∈ Rn×
Π≥0 × [0, Tmax] =: Xe, U ⊂ UP , is given as follows:

χ̇e = fe(χe, u) (χe, u) ∈ Ce × U ,
χ+
e = ge(χe) χe ∈ De,

(11)
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where the maps fe : Xe × U → Xe, ge : Xe → Xc and the sets Ce ⊂ Xe,
De ⊂ Xe are

fe(χe, u) :=

 Aηc +Bu+ Γ(ηe)

−Ã>S − SÃ− SQS
1

∀ (χe, u) ∈ Ce × U ,

ge(χe) :=

ηe + (?3)−1H>(Rτ )−1(y − h(ηe))
?3
0

∀ χe ∈ De,

Ce := Rn × Π≥0 × [0, Tmax], De := Rn × Π≥0 × [Tmin, Tmax]; Ã := ∂f(ηe,u)
∂ηe

,

f(ηe, u) := Aηe+Bu+Γ(ηe), H := ∂h
∂η

∣∣
ηe

, ?3 := S+H>(Rτ )−1H, where ∂f(ηe,u)
∂ηe

is the Jacobian of f with respect to ηe evaluated at (ηe, u); the Q ∈ Π>0 and
R ∈ Π>0 are similar to the covariance matrices of the state noise and output
noise in the stochastic context, respectively. The components of the observer
state χe consists of, the estimated system state ηe, the error information matrix
S, and a timer τ that triggers measurement errors obtained at isolated time
instances tk, k ∈ N. Next, we design a feedback controller, to which the state
estimates ηe is fed given as follows:

u = −Keηe −m2
cB
>Γ(ηe). (12)

Since the order of Γ(η) is small relative to the state η, the controller gain matrix
Ke ∈ R6×6 is designed by the LQR method(infite horizon), initially ignoring
the nonlinear component Γ(η) such that (A−BKe) is Hurwitz. Next, feedback
linearization is implemented to compensate for the omitted nonlinearities.

Therefore, given the dynamics of the chaser in (8), with the observer (11)
and the controller feedback (12), the resulting hybrid closed-loop system H1 :=
(C1, f1, D1, g1) has state χ := (η, ηe, S, τ) ∈ Rn ×Xe =: X and dynamics given
by

χ̇ = f1(χ, u) (χ, u) ∈ C1 × U ,
χ+ = g1(χ) χ ∈ D1,

(13)

where f1 : X × U → X, g1 : X → X and the sets C1 ⊂ X, D1 ⊂ X are

f1(χ, u) :=


Aη +Bu+ Γ(η)
Aηe +Bu+ Γ(ηe)

−Ã>S − SÃ− SQS
1

∀ (χ, u) ∈ C1 × U ,

g1(χ) :=


η

ηe + (?3)−1H>(Rτ )−1(y − h(ηe))
?3
0

∀ χ ∈ D1,

C1 := Rn × Ce, D1 := Rn × De. Stability analysis for this hybrid closed-
loop system H1 with sufficient conditions involving the parameters defining the
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window for measurements is presented in [39]. In this reference, convergence of
the error dynamics to zero is achieved via Lyapunov analysis for hybrid systems.

5.2. Hybrid controller for Phase II

The hybrid controller Hc,2 renders an inflation of the closed set A2 finite-
time attractive for the solution components η starting from D12. The inflation
is given by the set A2 + δ2B with δ2 ∈ (0, δ∗2a), where δ∗2a > 0 satisfies

A2 + δ∗2aB ⊂ X εδlos (14)

for some δ∗b2 > 0. Namely, the basin of attraction induced by Hc,2 in η space
is Bη2 and contains D12. When this property holds, the components η of such
solutions will reach in finite time a nearby point outside Xlos that is within the
cone, namely, a point in X εδlos. By steering η to a point outside of Xlos, the hybrid
controller Hc,2 does not need to satisfy the maximum closing velocity constraint
imposed within Xlos (this task is relayed to Hc,3). Unlike the construction of
Hc,1, the supervisor will trigger switches that stop using Hc,2 and start using
Hc,3 when η in A2 + δ2B. Then, we define D23 := A2 + δ2B. Switches back to
Hc,2 may need to be triggered due to the presence of perturbations or wrong
initializations. Let

X δlos :=
(
(Xlos + δ∗2bB) ∩Mb

3(θ)
)
\ Xlos.

Using measurements given by h3, such switches will occur right outside of Xlos∪
X δlos. Then, the recovery set of the supervisor for this controller is given by

Dr2 :=M\ (Xlos ∪ X δlos). Figure 6 sketches these constructions.

(a) X δ
los

M

δ∗2b

Mb
3

X δlos

Xlos

(b) X εδ
los

Xlos

X εlos

X δlos

X εδlos
δ∗2a δ∗2b

A2

Figure 6: Set constructions for Hc,2 and Hc,3.
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5.2.1. A logic-based line-of-sight controller of Hc,2
Let us consider the chaser dynamics in (8). In this phase, we consider that

the state η ∈ R6 is available for feedback as outlined in the beginning of Sec-
tion 5. The hybrid controller Hc,2 is designed to render the inflated closed set
A2 +δ2B finite-time attractive for the solution components η starting from D12.
Since the x − y plane dynamics for the chaser are decoupled from z plane, we
design individual controllers for the motion on each of these planes.

a) Controller for x− y plane motion: Let us consider that the out-of-plane
states (z, ż) = (0, 0). Thus, the chaser dynamics in (8) and the associated
parameters defined in Section 2 are reduced to 2D x − y plane motion.
The output of this system from (8) is given by y = h1(η) = (α, ρ), where,
α = arctan

(
y
x

)
, ρ =

√
(x2 + y2). Using the fact that initial conditions of

the chaser belong to D12, we exploit the ideas in [14] (in particular, the
change of coordinates [14, equation 1-18]). In this design, a proportional-
derivative control law that guides the chaser to dock with the target at a
desired docking direction (α∗) and position (ρ∗) is proposed. Next, we in-
troduce a logic variable to handle the topological obstruction of stabilizing
a set on a manifold. In fact, with a continuous state feedback law, there
will be antipodal points to A2 (nearby α = 0) from where the chaser can
move either left or right to reach the desired line of sight. While, alter-
natively, a discontinuous controller can be designed, such a discontinuous
controller would not be robust to small measurement noise as previously
shown in literature [40]. We design a logic-based hybrid controller that
steers the chaser either clockwise or counter-clockwise to take shortest
route and reach a point in X εδlos and be robust to small perturbations. To
this end, let us consider a hybrid feedback similar to the hybrid controller
in [40], that depends on the logic variable ` ∈ {−1, 1}, along with a feed-
forward term that depends on the reference input (α∗, ρ∗) ∈ R2. The
proposed hybrid controller Hc,2 is given as following.

˙̀ = 0 (η, `) ∈ C2,
`+ = −` (η, `) ∈ D2,
u = κ2(η),

(15)

where κ2(η) :=

[
cos(α) − sin(α)
sin(α) cos(α)

] [
aρ
aα

]
, aρ = uρ + nρ, and

aα = uα + nα. Specifically, with the terms ρe := ρ − ρ∗, αe := α − `α∗,
ρ̇e = ρ̇ = vρ, α̇ = 1

ρ (−ẋ sin(α) + ẏ cos(α)), the terms uρ, uα, nρ, nα are
defined as follows.

uρ = −k1ρ̇e − k2ρe, uα = −ρ(k3α̇e + k4αe),

nρ = −[3n2x+ ẏ(2n+ α̇)] cos(α) + ẋ(2n+ α̇) sin(α),

nα = [3n2x+ẏ(2n+α̇)] sin(α)+ẋ(2n+α̇) cos(α)+vρα̇,

where k1, k2, k3, k4 are positive constants, vρ = ẋ cos(α) + ẏ sin(α). This
construction is obtained by changing to a coordinate system (in polar
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coordinates) that is fixed to the target spacecraft with its origin moving at
a constant angular rate n; see [14]. The sets with the controller parameter
% ∈ (0, π) are given as follows.

C2 := {(η, `) ∈ R4 × {−1, 1} : `α ≥ −%},
D2 := {(η, `) ∈ R4 × {−1, 1} : `α ≤ −%}. (16)

With the proposed hybrid controller (15), and the chaser dynamics (8)
without the out-of-plane dynamics, i.e., (z, ż) = (0, 0), the resulting closed-
loop hybrid system denoted H2 := (C2, f2, D2, g2) has state ξ = (η, `) ∈
R4 × {−1, 1} =: X and hybrid dynamics

ξ̇ = f2(ξ) ξ ∈ C2,
ξ+ = g2(ξ) ξ ∈ D2.

(17)

The flow and jump sets satisfy C2 ∪ D2 = X and the maps f2 : X → X
and g2 : X → X are given by

f2(η, `) :=

[
Aη +Bκ2(`η)

0

]
∀(η, `) ∈ C2,

g2(η, `) :=

[
η
−`

]
∀(η, `) ∈ D2.

(18)

The resulting hybrid feedback is such that, from points in C2 nearby α = 0,
with % ∈ (0, π), it steers the chaser clockwise to −α∗ if α < % and counter-
clockwise to α∗ if α > −%. Due to the design of the hybrid feedback (15)
- (16), this hybrid system has the compact set

A2 := {ξ ∈ X : ρ = ρ∗, α = `α∗}, (19)

globally asymptotically stable. Next, the hybrid closed-loop system H2

satisfies the hybrid basic conditions (see [35, Proposition 6.10]) and our
result for this controller is as follows.

Theorem 5.1. The set A2 in (19) is globally asymptotically stable for the
closed-loop system H2.

For the hybrid closed-loop system (17), we first show that every complete
solution to it converges to A2. For this purpose, we use the invariance
principle for hybrid systems in [35] for which H2 has to satisfy the hybrid
basic conditions, which is already the case due to its construction. After
that, since H2 satisfies the hybrid basic conditions, following [35, Propo-
sition 6.10], we can conclude that every maximal solution to the hybrid
system is complete, in this way showing asymptotic stability of A2 for H2.

See Appendix A for the details on the proof.
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b) Controller for z plane motion: Let us consider the z-plane dynamics from
the 3D chaser dynamics in (8). These out-of-plane dynamics with state
ηz = (z, ż) ∈ R2 and input uz ∈ R are given as following;

η̇z = Azηz +Bzuz, (20)

where, Az =

[
0 1
−n2 0

]
, Bz = (0, 1

mc
). The main result for this controller

is to asymptotically stabilize the set A3,z := {(z, ż) ∈ R2 : z = 0, ż = 0, }.
A control law for such a maneuver is given by a linear continuous-time
state feedback as follows:

κ2,z(z, ż) := −K2,z(z, ż), (21)

where, the controller gain K2,z in (21) is designed using the LQR (infinite
horizon) method such that (Az −BzK2,z) is Hurwitz.

Remark 5.2. In the simulations results presented in Section 7, the controller
gain K2,z is designed by trial and error to satisfy the maximum thrust constraint

and in addition
√
x2 + y2 > ρxy, ρxy > ρd. This additional constraint restricts

the out of plane motion to remain out of Ma
3 region. Notice that this constraint

avoids the scenario of chaser crashing into the target spacecraft. Alternately,
control techniques that include such constrains implicitly in the modeling can
also be considered.

5.3. Hybrid controller for Phase III

The hybrid controllerHc,3 steers η components of the solutions fromA2+δ2B
to X εlos in finite time, render X εlos ∪ X εδlos forward invariant, and an inflation of
the set A3 finite-time attractive. The inflation is given by the set A3 + δ3B.
This controller enforces the maximum closing velocity constraint within Xlos
as well. The finite separation between A2 + δ2B and Xlos makes this task
feasible as this controller will have time to slow down the chaser before reaching
X εlos if needed. Then, switches of the supervisor to Hc,4 are triggered when
η is in D34 := (A3 + δ3B) ∩ X εlos which collects points that are δ3-close to A3

with δ3 ∈ (0, δ∗3), where δ∗3 is such that (A3 + δ∗3B) ∩ Xlos ∩ X δlos = ∅ which
is guaranteed by picking δ∗3 small enough. Figure 6 and Figure 7 sketch these
constructions.
Uniting local and global design of Hc,3: Let us consider the chaser dynamics in

(8). In this phase, we once again consider that the state η ∈ R6 is available for
feedback as outlined in the beginning of Section 5. The objective of the hybrid
controller Hc,3 is to steer the η components of the solutions from A2 + δ2B
to X εlos in finite time. This controller is designed to induce forward invariance
and to satisfy the closing speed constraints for the chaser. Hence, we do this
in two stages, implementing logic-based algorithm that ‘unites’ two individual
controllers.
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X εlos

D34

δ3

δ4

δ∗4

A4 + δ4B

M4 + δ∗4B

Figure 7: Set constructions for Hc,3 and Hc,4.

First, a controller with output κ13, thrusts the chaser towards the reference
way-point ηr := (xr,01×5)> ∈ X εlos within T3a seconds while guaranteeing for-
ward invariance of X εlos∪X εδlos. Second, a controller with output κ23 implements a
damping control law that guides the chaser from X εlos to the inflated set A3+δ3B
within T3b, along the vertical axis and slowing down the vehicle so as to sat-
isfy the closing speed constraint. To implement such a switch between two
controllers, a dynamic feedback that depends on the logic variable p ∈ {1, 2},
along with a feedforward term that depends on the reference input ηpr ∈ R3 is
proposed. Such a hybrid controller is given as follows:

ṗ = 0 (η, p) ∈ C3

p+ = 3− p (η, p) ∈ D3

u = κp3(η, ηpr )
(22)

where for each p ∈ {1, 2}, η2r = 0,

κ13(η, η1r) = −K1
3 (η − η1r),

κ23(η, η2r) =

[
3n2 − k1 0 −k2 0

0 −k3 0 −k4

]
η

(23)

The sets, C3 = ∪p∈{1,2}Cp3 × {p}, D3 = ∪p∈{1,2}Dp
3 × {p}, where the set C1

3

is taken to be a compact neighborhood of the reference way-point η1r that is
contained in the basin of attraction of κ23. The set D2

3 is taken as a compact
neighborhood of η1r such that solutions using κ13 that start in D2

3 do not reach

the boundary of C1
3 . Then, we define C2

3 = R4 \D2
3 and D1

3 = R4 \ C1
3 .

The data of the resulting hybrid closed-loop system, which includes the
plant dynamics in (8), and the hybrid controller (22) is denoted by H3 :=
(C3, f3, D3, g3). The dynamics of this hybrid closed-loop system are given as
follows:

(η̇, ṗ) = f3(η, p), (η, p) ∈ C3,
(η+, p+) = g3(η, p), (η, p) ∈ D3.

(24)

The flow and jump sets satisfy C3 ∪ D3 = R6 × {1, 2} and the maps f3 :
R6 × {1, 2} → R6 × {1, 2} and g : R6 × {1, 2} → R6 × {1, 2} are given by

f3(η, p) :=

[
Aη +Bκp3(η, ηpr )

0

]
∀(η, p) ∈ C3,

g3(η, p) :=

[
η

3− p

]
∀(η, p) ∈ D3.

(25)
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With the construction above, the hybrid closed-loop system H3 renders the set
A3 uniformly globally asymptotically stable. (see [35, Example 3.23]).

Remark 5.3. Particular constructions used in the forthcoming simulations are
as given in (23), where K1

3 ∈ R6×6 is designed via LQR(infinite horizon) and
k1, k2, k3, and k4 are positive constants such that (A − BKp

3 ), p ∈ {1, 2} is
Hurwitz.

5.4. Hybrid controller for Phase IV

The hybrid controller Hc,4 performs a maneuver in finite time from points
in D34 to nearby M4 which is an isolated point. Due to the presence of noise,
steering the state to an isolated point is not practical, and hence we design Hc,4
to steer η in finite time to a point in M4 + δ∗4B, where δ∗4 > 0.

For this purpose, we propose a controller that renders the set A4 asymptot-
ically stable and the set A + δ4B finite-time stable, where δ4 > 0 is such that

A4 + δ4B ⊂M4 + δ∗4B, M4 ⊂ A4

In particular, this construction assures some robustness to small perturbations.
Figure 7 sketches these constructions.

5.4.1. An LQR design of Hc,4
In Phase IV, the controller Hc,4 has to steer the docked chaser-target from

points in D34 to M4 + δ4B, δ4 > 0, in finite time. To this end, let us consider
the relative motion dynamics in (9). A control law for such a maneuver is
given by a linear continuous-time state feedback as κ4(η) := −K4(η − ηr,4),
where ηr,4 := (xp, yp, zp, 0, 0, 0). Hence, the resulting closed-loop hybrid system,
denoted H4 := (C4, f4, D4, g4), has data given by

η̇ = f4(η) = Aη +BRκ4(η) ∀η ∈ C4, (26)

where C4 := R4, D4 := ∅ and arbitrary g4 (that is, no jumps). The main result
for this controller is to asymptotically stabilize the set A4 in (10). Hence, the
controller gain K4 ∈ R6×6 in (26) is designed using the LQR (infinite horizon)
method so that (A − BRK4) is Hurwitz. By trial and error, the gain K4 is
designed to satisfy the maximum thrust constraint.

6. Hybrid Supervisor

The supervisor (see Figure 8) employs the constructions Sections 5.1-5.4 to
implement the following logic:

• Apply Hc,1 when η is in (M1 ∪M) \D12;

• While applying Hc,1, switch to Hc,2 if η is in D12;

• Apply Hc,2 in M\Dr1;

• While applying Hc,2, switch to Hc,1 if η is in Dr1;
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• While applying Hc,2, switch to Hc,3 if η is in D23;

• Apply Hc,3 if η is in X εlos ∪ X εδlos;

• While applying Hc,3, switch to Hc,2 if η is in Dr2;

• While applying Hc,3, switch to Hc,4 if η is in D34;

• Apply Hc,4 and let η converge to A4 + δ4B.

chaser

chaser
+

target

C1 ya

ybu

u

Phase 1

Phase 2

Phase 3

Phase 4

C2

C3

C4

s

Figure 8: Hybrid feedback control solution.

A hybrid system implementing this logic is defined next. Let q ∈ Q := {1, 2, 3, 4}
be a logic state denoting the controller currently being applied. Then, for the
nominal case, the hybrid supervisor has the following dynamics

q̇ = 0 (q, us) ∈ Cs
q+ = Gs(q, us) (q, us) ∈ Ds

with output ys = κc(q, us), where

• κc(q, ·) is the output of Hc,q;

• us = ya when q 6= 4, and us = yb when q = 4 – note that when η ∈ M
and q 6= 4, us = η in the nominal case;
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• Cs :=
⋃
q∈Q ({q} × Cq) and Ds =

⋃
q∈Q ({q} ×Dq) where

C1 := (M1 ∪M) \D12, C2 := M\Dr1

C3 := X εlos ∪ X εδlos, C4 := M∪M1

D1 := D12, D2 := Dr1 ∪D23

D3 := Dr2 ∪D34, D4 := ∅

• the jump map Gs is defined as

Gs(q, us)=


2 if q = 1, η ∈ D12, or q = 3, η ∈ Dr2

1 if q = 2, η ∈ Dr1

3 if q = 2, η ∈ D23

4 if q = 3, η ∈ D34

The closed-loop hybrid system resulting from controlling the plant (8)-(9)
with the supervisorHs and the controllers {Hc,i}4i=1 is denotedHcl = (C,F,D,G)
and has state χ = (q, η) with state space X := Q×R6. First, we show that every
complete solution to it converges to A4 + δ4B in finite time and that renders
A4 asymptotically stable. For this purpose, we use the invariance principle for
hybrid systems in [35], for which Hcl has to satisfy the hybrid basic conditions,
which is the case. With this design of the hybrid supervisor, and the well-posed
hybrid controllers, the proof of Theorem 4.1 is as follows.

6.1. Proof of Theorem 4.1

We show that the hybrid supervisor Hs constructed above satisfies the prop-
erties stated in the claim of Theorem 4.1. Since Hcl satisfies the hybrid basic
conditions, following [35, Proposition 6.10], we can conclude every maximal solu-
tion to the hybrid system is complete. Now, to show convergence of maximal so-
lutions to A4, consider the function V : X→ R≥0 defined as V (χ) = 4−q for all
χ ∈ X. During flows, since q remains constant, we have that 〈∇V (χ), F (χ)〉 = 0
for all χ ∈ C∩X. From initial conditions of the plant inM0∩M1 and q(0, 0) = 1,
we have that, at each jump of the supervisor, q is incremented by 1. This im-
plies, for each such jump V (q+) − V (q) = −1. At any jump of the individual
controllers, we have V (q+) − V (q) = 0 due to the fact that such jumps do not
affect the state q of the supervisor.

Let φ be a complete and bounded solution to Hcl with plant initial state
in M0 ∩M1 and q(0, 0) = 1. Applying the invariance principle ([35, Theorem
8.2]), the solution converges to the largest weakly invariant set contained in
C ∩ {χ∈X : V (χ) = r } for some r ≥ 0. By the properties of V at jumps of
the supervisor, if the invariant set has r > 0 then the solution remains in a
set such that a controller Hc,q with q < 4 is applied, which is impossible by
the attractivity properties of each individual controllers. Then, φ converges
to the said largest weakly invariant set with r = 0, which corresponds to q =
4. By construction of Hc,4 we have that the only weakly invariant set is A4.
Stability of A4 follows from the properties induced by Hc,4, while the finite-time
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stability property follows from the fact that A4 + δ4B has δ4 > 0 and, hence,
solutions reach it in finite time. The semiglobal practical asymptotic stability is
a consequence of well-posedness of the closed-loop system and the asymptotic
stability property of A4, namely, it follows by an application of [35, Theorem
7.21].

7. 3D Example of spacecraft close proximity mission

7.0.1. Simulation results for individual phases

In this section, we simulate the individual controller design along with Hy-
brid supervisor discussed in Section 5. To outline these, in Phase I, an LQR
feedback controller that compensates for the higher-order nonlinear terms is de-
signed, to which state estimates are fed. In Phase II, we exploit the ideas in
[14] (in particular, the change of coordinates), where a proportional-derivative
control law that guides the chaser to dock with the target at a desired dock-
ing direction (α = α∗) and position (ρ = ρ∗) is proposed. A logic variable
h is introduced to handle the topological obstruction of stabilizing a set on
a manifold and designed a logic-based hybrid controller that robustly steers
the chaser (either clockwise or counter-clockwise) to reach a point in X εδlos. In
Phase-III, a hybrid controller that unites local and “global” controllers is imple-
mented. This controller is designed to induce forward invariance and to satisfy
the closing speed constraints for the chaser; in Phase-IV, a LQR controller is

designed. Specifically, we use n =
√

µ
ro3 , µ = 3.986 × 1014m

3

s2 , ro = 7100000m,

mc = 500Kg and mt = 2000Kg in the simulations. In the problem defini-
tion provided, the chaser starts at a distance of no more than ρmax = 10Km
away from the target. Once docked, the chaser-target has to reach a reloca-
tion position with range ρ(x, y, z) = 20Km, which is 10Km away from the
partner spacecraft in worst-case time of tf = 12hr while maintaining the input
constraint |u|∞ ≤ 0.02m/sec2. In Phase I-IV both range ρ and angle α mea-
surements are available and hence we consider that the states η ∈ R6 can be
easily reconstructed as outlined in the beginning of Section 5. A more complete
overview of the simulations can be done by considering noise added into the
system. A small zero-mean Gaussian residual noise (considering the best per-
formance of a chosen filter) is added to the position and velocity components
in every phase8. Note that for the combination of the mission parameters and
the maximum saturated input, the controller gains for each phase are computed
using the trial and error method to satisfy the time constraints. This is a first
step solution towards applying hybrid system theory to spacecraft control. Ad-
vanced control methods directed towards optimized time and input constraints
can be explored for future research directions.

82D simulations: https://github.com/HybridSystemsLab/HybridRendezvousAndDocking;
3D simulations: https://github.com/HybridSystemsLab/HybridRendezvousAndDocking3DOF
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Phase I: With these mission parameters, simulations for the entire closed-loop
system are performed for the chaser starting from η ∈ M0 ∩M1, which corre-
sponds to various initial conditions in the 10Km radius with a initial velocity
ρ(ẋ(0, 0), ẏ(0, 0), ż(0, 0)) ∈

[
0, 0.707m/sec

]
. At this step we consider that the

states η ∈ R6 can be easily reconstructed as outlined in the beginning of Sec-
tion 5. Hence, two LQR-based controllers are implemented for the x − y and
z plane of motion, respectively, with the following choice of weight matrices:

Q1a = 0.015 × I4×4, R1a =

[
20× 104 0

0 11× 104

]
, Q1b = 1.5 × 10−2 × I2×2,

R1b = 99× 103. Note that, for the combination of the mission parameters and
the maximum saturated input |u|∞ ≤ 0.02m/sec2, the gains are computed us-
ing the trial and error method to satisfy the maximum time constraint. The
trajectories of the chaser during Phase I are shown in Figure 9, and the chaser
completes the desired maneuver in this phase in T1 ≈ 1, 7hr while maintaining
the input constraint |u|∞ ≤ 0.02m/sec2.
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Figure 9: Trajectory of the chaser from various initial conditions and control input dur-
ing Phase I (corresponds to initial conditions in the 10Km radius and initial velocity
ρ(ẋ(0, 0), ẏ(0, 0), ż(0, 0)) ∈ [0, 0.707m/sec]).

Phase II: Due to the interesting chaser motion, we also perform multiple sim-
ulations when Hc,2 is used, for initial position (x(0, 0), y(0, 0), z(0, 0)) ∈ D12,
where D12 := {η ∈ R4 : ρ(x, y, z) ∈ [0, ρr]}, ρr = 700m, and initial velocity
ρ(ẋ(0, 0), ẏ(0, 0), ż(0, 0)) ∈ [0, 0.64m/s]. With ρ∗ = 100m, α∗ = 179deg, and
% = 10deg, the motion of the chaser with both ` = 1 and ` = −1 are shown in
Figure 10, which highlights the capabilities conferred by the logic variable in the
hybrid controller. For the PD controller κ2a, the gains are chosen as k1 = 40,
k2 = 0.1, k3 = 25, k4 = 0.047; instead, for the LQR controller, the weight

matrices are Q =

[
138 0
0 10

]
and R = 30 × 106. The trajectories of the chaser

during Phase II shown in Figure 10 are completed in T2 ≈ 1hr, while satisfying
the input constraint |u|∞ ≤ 0.02m/sec2. Note that, given the combination of
the mission parameters and the maximum saturated input |u|∞ ≤ 0.02m/sec2,
the gains are computed using the trial and error method to satisfy the maximum
time constraint.

Phase III: We also show the chaser evolution during the approach/closing stage
and highlight the specific motion provided by our controller Hc,3. Multiple sim-
ulations from (x(0, 0), y(0, 0), z(0, 0)) ∈ A2 + δ2B, where A2 = {η ∈ R6 : ρ =
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Figure 10: Trajectory of the chaser from various initial conditions and control input during
Phase II (corresponds to chasers initial conditions ρ(x, y, z) ∈ [0, 700m] and initial velocity
ρ(ẋ(0, 0), ẏ(0, 0), ż(0, 0)) ∈ [0, 0.64m/s]).

150m,α = ` 179deg} and δ2 = 10m, are presented in the Figure 11. The refer-
ence way-point, where the hybrid controller switches between sub controllers is
given by ηr = (−25m,02×1m,03×1m/sec). For this LQR controller, the weight
matrices Q, R and other parameters are chose so that the input constraint
|u|∞ ≤ 0.02m/sec2 is satisfied. Once again, for the combination of the mission
parameters and the maximum saturated input |u|∞ ≤ 0.02m/sec2, the gains
are computed using the trial and error method to satisfy the maximum time
constraint. With these gains, the chaser reaches δ3B with δ3 ∈ [2cm, 8cm] for
several initial conditions as presented in Figure 11. The closing velocity con-
straint for the chaser motion during Phase III is shown in Figure 12 and the
chaser completes the desired maneuver in T3 ≈ 0.8hr.
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Figure 11: Trajectories of the chaser during Phase III (corresponds to chasers initial conditions
close to the docking position ρ(x, y, z) = 150m and docking direction α = ` 179deg).
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Figure 12: Closing velocity and control input for the chaser during Phase III.

Phase IV: In the last phase, the goal for the chaser-target system is to reach
the partner position, ηp = (0km, 20km, 0km,03×1km/sec) from various initial
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conditions corresponding to docked-phase with δ3 ∈ [2cm, 8cm]. In this phase,
LQR controller has weight matrices: Qa = 6 × 10−1 × I4×4, Ra = 11 × 104 ×

I2×2, Qb =

[
138 0
0 10

]
and Rb = 30 × 106. Given for the combination of the

mission parameters and the maximum saturated input |u|∞ ≤ 0.02m/sec2, the
gains are computed using the trial and error method to satisfy the maximum
time constraint. The motion of the chaser with mass mc + mt is presented in
Figure 13 and this maneuver is completed by the chaser-target in T4 ≈ 1.7hr
while satisfying the input constraint |u|∞ ≤ 0.02m/sec2.
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Figure 13: Trajectories of the chaser-target and control input during Phase IV. Initial condi-
tions correspond to the chaser-target’s location from δ3 ∈ [2cm, 8cm].

7.0.2. Simulation results from Phase I-IV

Next, complete simulation of chaser and chaser-target dynamics from Phase
I-IV is presented in Figures 14 - 16. In this simulation, a hybrid supervisor
switches between individual controllers based on the strategy outlined in Sec-
tion 6. To emulate system and environmental disturbances, in these simula-
tions, the robustness of the controllers for small level of noise is shown, where
the chaser reaches the desired neighborhood of the target while maintaining
the input constraint |u|∞ ≤ 0.02m/sec2. The total worst case time to reach
for the chaser rendezvous, docking and chaser-target rendezvous maneuver is
T1 + T2 + T3 + T4 ≈ 8.88hr < tf , which is within specifications.
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Figure 14: Chaser relative motion for different initial conditions in Phase I, II.

8. Conclusion

For the problem of rendezvous, proximity operations, and docking of an au-
tonomous spacecraft, we characterized the family of individual controllers and
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Figure 15: Chaser relative motion for different initial conditions in Phase III.
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Figure 16: Chaser-target relative motion in Phase I-IV and control input with m = mc for
Phase I-III, m = mc +mt for Phase IV.

highlighted the required properties they should induce to the closed-loop system
to solve the problem within each phase of operation. In addition, Lyapunov
analysis of the individual controllers presented. Particular designs for each
phase/controller were proposed for 3D close-proximity space missions. Numeri-
cal results validate the approach. This work presents a union of hybrid systems
with spacecraft control. In the process of solving a specific close-proximity
mission for a spacecraft rendezvous and docking mission, the potential of ad-
dressing such complex problem in the hybrid system framework is presented in
detail. The bulk of the work in this paper and also corresponding references
[6, 7, 26, 41] present a first step solution to show a potential towards a union be-
tween two complex fields of research. Specifically, a hybrid supervisory control
is successfully proposed and its robustness in the presence of system and envi-
ronmental disturbances (included as Gaussian noise in simulations) is analyzed
in the context of a complex mission that consists of various phases of operation.
The controllers proposed in this paper for each phase satisfy the required condi-
tions. While their implementation in real-world platforms is outside the scope
of this paper, we foresee that proper discretization and precise detection of the
conditions triggered events at which the appropriate controller is selected.

Appendix A. Proof of Theorem 5.1

To show convergence of complete solutions to A2, consider the Lyapunov
function candidate W → R given by

W (ξ) = W1(ξ) +W2(ξ) ∀ξ ∈ X (A.1)
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where

W1(ξ) = 1
2

[
ρ̇e
α̇e

]> [
ρ̇e
α̇e

]
∀ξ ∈ X

W2(ξ) = 1
2

[
ρe
αe

]> [
k2 0
0 k4

] [
ρe
αe

]
∀ξ ∈ X

(A.2)

The Lyapunov function in (A.1) satisfies W (ξ) = 0 for all ξ ∈ A2, W (ξ) > 0 for
all ξ /∈ A2. In addition, for any c > 0, there exists a r > 0 such that W (ξ) > c
whenever |ξ| > r. Thus the set Ωc := {ξ ∈ X : W (ξ) ≤ c} is compact for every
c > 0. Next, the time derivative of the Lyapunov function candidate W in (A.1)
along the flows is given by

d
dtW (ξ) = d

dtW1(ξ) + d
dtW2(ξ) (A.3)

since ρ̈e = uρ, α̈e = uα/ρ (see [14, equation 16]), where uρ, uα are defined below
(15), it follows:

d
dtW (ξ) = −k1ρ̇2e − k3α̇2

e. (A.4)

From (A.4), defining for each ξ ∈ C2

uC(ξ) :=

{
−k1ρ̇2e − k3α̇2

e if ξ ∈ C2

−∞ otherwise,
(A.5)

we can see that 〈∇W (ξ), f2(ξ)〉 = uC(ξ) ≤ 0.
Next, at jumps, for each ξ ∈ D, the Lyapunov function candidate W in (A.1)
changes as follows:

W (g2(ξ))−W (ξ) = 1
2k4(4`αα∗) = 2`αα∗ (A.6)

Since α∗ ∈ (0, π], k4 > 0, `α ≤ −%, % ∈ (0, π). Therefore, W (g2(ξ)) −W (ξ) =
−2k4%α

∗. Defining for each ξ ∈ D2 \ A2

uD(ξ) :=

{
−2k4%α

∗ if ξ ∈ D2

−∞ otherwise,
(A.7)

we have W (g2(ξ))−W (ξ) = uD(ξ) < 0.

Completeness of maximal solutions: These results show that any solution φ
to the hybrid system H2 is bounded and do not blow up in finite time. Also,
g2(D2) ⊂ C2 ∪D2 which shows that the every solution φ to system H2 does not
jump out of C2 ∪ D2. Therefore, from [35, Proposition 2.10], since conditions
(b) and (c) therein are not satisfied, we conclude that every maximal solution
to the closed-loop system H is complete.

Application of Invariance Principle for Hybrid Systems: The growth of W along
the solutions to H2 is bounded by uC(ξ) and uD(ξ) on X . Because H2 satis-
fies the hybrid basic conditions and W in (A.1) is continuous, the invariance
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principle for hybrid systems in [35, Theorem 8.2] implies that every precompact
(complete and bounded) solution to the hybrid system (17) converges to the
largest weakly invariant set K contained in

W−1(a) ∩ X ∩ [u−1C (0) ∪
(
u−1D (0) ∩ g2(u−1D (0))

)
] (A.8)

for some a ∈ R≥0. By evaluating the dynamics (18) along solutions that remain
in (A.8), we have that ρe ≡ 0̂ =⇒ ρ = ρ∗, αe ≡ 0̂ =⇒ α = `α∗. Then, since
the only invariant set is for a = 0, (A.8) with a = 0 is contained in A2. Since
every maximal solution to H2 is precompact, then each maximal solution φ to
H2 converges to A2. We conclude that A2 is globally attractive for the hybrid
system H2. Since the function W in (A.1) is positive-definite relative to A2 and
nonincreasing along the solutions of H2, then A2 is stable for H2.
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