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Abstract—This document reviews strategies to mitigate attacks against Cyber-Physical Systems
and presents a taxonomy to classify them. We then identify trends, insights, and open
challenges in this emerging area of research.

SECURITY is a process that includes preven-
tion, detection, and response to attacks. Incident
response, the last of these steps, takes a significant
role when considering Cyber-Physical Systems
(CPS) due to their real-time constraints and safety
risks.

An incident response strategy usually requires
a plan for collecting and keeping logs of sensitive
events, analyzing them to identify the causes,
and giving them a priority level [1]. Response
strategies then focus on containing the attack,
closing vulnerabilities, eradicating the threat, and
recovering the system (e.g., re-imaging the af-
fected system). These actions usually involve
human analysts and can take hours or even days

until the system is fully restored.

While all these actions are needed in an offline
review of an attack, in Cyber-Physical Systems,
we have real-time requirements that cannot wait
until an offline review of the event is completed.
For example, an autonomous vehicle under attack
may crash or run over pedestrians; similarly, an
attack on the power grid can create an immediate
cascading outage that leaves a large portion of a
country without power for several days. There-
fore, in addition to an offline incident response
plan, we also need a strategy to mitigate attacks
promptly; i.e., we need online attack recovery
algorithms that keep the system safe and allow
it to complete its mission. The scope of this
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paper focuses on real-time CPS reconfigurations
for mitigating the impact of an attacker that has
partially compromised the system. That is, we
focus on online actions over the CPS to decrease
the effects of attacks.

Creating an online recovery strategy that mit-
igates CPS attacks is a challenging task. We need
to design new control strategies to overcome ad-
ditional complications, e.g., increased uncertainty
(when system sensors are compromised) or lim-
ited actuation capability (when system actuators
are compromised). Designing correct and effec-
tive responses is crucial, as incorrect response
actions can exacerbate the problem.

In this paper, we create a taxonomy to classify
attack recovery on CPS from the perspective of
control and security. Our contributions include

• We unify and identify the threat model, pro-
pose a categorization for the response strate-
gies and identify how these strategies are eval-
uated.

• This unification allowed us to create new di-
dactic figures illustrating each strategy.

• We crystallize and systematize the work in
online recovery for CPS to make clear and
definite the current state of the field. With this
aim, we present a table summarizing the char-
acteristics of research papers covering more
than a decade.

• We summarize the results from the table, dis-
cussing trends, insights, and challenges for
future directions.

The next three sections outline the main con-
siderations of our proposed taxonomy. In the
Threat Model Section, we identify the adversary
model, specifying the attacker’s objective and the
specific devices that are considered compromised
by the attacker. Then, in the Attack Mitigation
Section, we classify the different types of attack-
recovery proposals. We encountered inconsisten-
cies in the terminology for each strategy, which
motivated us to propose a unified categoriza-
tion. To the best of our knowledge, we are the
first paper discussing these strategies from the
same perspective for comparison. Third, in the
Evaluation Section, we study the metrics and
experiments used to evaluate the effectiveness
of these methods. To this end, we identify the
property the system should preserve during at-

tacks. We also study the effect of the recov-
ery strategy both during an attack and without
attacks to determine whether researchers assess
their strategy thoroughly. We finally apply our
taxonomy to online attack recovery papers for
CPS, summarize the findings we obtained in the
Discussion Section, and conclude the paper in the
Conclusion Section.

Overall we hope this primer can give a quick
introduction to newcomers to the field as well
as experienced researchers who may appreciate
seeing the work on online recovery for CPS con-
textualized among different alternatives in design
and evaluation.

THREAT MODEL
Figure 1 presents a schematic of the CPS that

we consider in the paper. A CPS integrates a
physical process (e.g., water flow) with compu-
tational devices (e.g., embedded computer-based
controllers). It contains four main elements: 1)
the physical process under control, 2) the sensors,
which measure physical variables of the process,
y, 3) the controller, which receives the sensor
measurements and computes the control action u,
and 4) the actuator, which receives the control
signal u and modifies the physical process by
feeding v.

Attacked Device
The attacker can compromise the informa-

tion exchanged between sensors, actuators, and
controllers of a CPS. There are multiple ways
to deploy these attacks: the attackers can spoof
devices (if they find authentication weaknesses),
they can compromise an end-point (if they find
exploitable vulnerabilities in the device), or they
can even launch analog attacks by injecting adver-
sarial signals to affect sensor output or actuator
actions (e.g., sound waves at specific frequencies
can cause a gyroscope to output incorrect sensor
measurements). Figure 1 shows a schematic for
such attacks.

Attack on sensors: The adversary is able to
modify sensor measurements y. The controller
receives a modified version of the measurements
ỹ. For instance, an attacker may compromise the
GPS sensor of a drone to make it crash or land
over an adversarial zone.

Attack on actuators: The actuator feeds a
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Figure 1: CPS block diagram and model of the
adversaries considered in the paper. Variables
highlighted in black are the uncompromised vari-
able, while the red variables are the values the
attacker might compromise.

modified version of the action ṽ to the system
instead of the intended value v. An attacker can,
for example, compromise the brake system of
an autonomous vehicle and produce a crash with
other vehicles or pedestrians.

Attack on the controller: The controller
sends a different control action (denoted as ũ)
than the one intended by the original design
(denoted as u). In this attack, an adversary can
send commands to a power grid to disconnect
electrical networks, causing blackouts.

Attacks

We now discuss the ways the attacker can
impact the system.

Availability: Denial of Service (DoS) attacks
focus on compromising data availability. Under
such scenarios, the attacker can target 1) the
sensors, blocking the controller from receiving
sensor measurements; 2) the controller, prevent-
ing the actuator from receiving the control com-
mands; or 3) the actuators, preventing the system
from performing the desired actions.

Integrity: Integrity attacks focus on modi-
fying the data being sent from one component
of the CPS to another. Under these attacks, the
adversary can modify the controller output, the
actuators’ action, or the sensors’ measurements.
Some works consider a particular case of integrity
attacks called stealthy attacks [2], [3], [4], [5];
under such attacks, an intelligent attacker that
knows how attack-detection works, tries to avoid
raising an alert while maximizing the damage.

ATTACK MITIGATION
We now present the categories we have iden-

tified for the works on attack mitigation. We con-
sider whether the attack mitigation is proactive or
reactive and provide a taxonomy of the diverse
existing recovery methods.

Adaptation
We identify two types of adaptations to miti-

gate attacks: proactive and reactive. In proactive
defenses, the defender anticipates the attacks and
considers a mitigation strategy that is always
active, even when the system is not under attack.
In contrast, reactive defenses are only activated
after an intrusion detection system raises an
alert. Alerts can be generated by real attacks,
or they can be false positives (alerts but without
malicious activity). Notice that a false positive
can activate a real-time reconfiguration of the
system, and we need to study the effect of this
unnecessary reconfiguration.

We note that several mechanisms can be both
proactive and reactive, depending on how they
are implemented and utilized. For example, one
recovery strategy is to reboot the controller. De-
pending on the design choices, the reboots can be
proactive (e.g., on a periodic schedule) or reactive
(after receiving an alert). In Table 1, we point
out the mechanisms that researchers use in their
recovery mechanisms.

Recovery method
Next, we illustrate the main patterns we have

identified in the literature for responding to at-
tacks.

Virtual sensors replace compromised sensors
with values of a digital simulation of the physical
world [2], [6], [7]. To use virtual sensors, we need
an accurate mathematical model of the physics of
the system, so that the digital model can follow
closely what the physical system would do under
a given control command. Highly accurate mod-
els are sometimes referred to as digital twins. As
Figure 2 illustrates, once the controller receives
an alert about an attack in a specific sensor, the
recovery system switches from the actual sensors
to the digital twin for providing state information
to the controller. The authors working on this
strategy recommend using the virtual sensors for
a time window until an operator is able to respond
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to the attack [6], [7]. This operator can determine
whether the attack has stopped, and the system
can use the physical sensors again.

Figure 2: Virtual sensors.

A Simplex architecture consists of two dif-
ferent controllers [4], [8], [9]: One is a nom-
inal controller (e.g., optimized for performance
but without formal guarantees under attack) that
computes the system’s input when there is no
an alert and the second one, termed as recovery
controller, that takes over after an alert (e.g., a
controller that guarantees safety based on formal
mathematical analysis). The simplex architecture
is different than redundancy or diversity (which
we will introduce later on) as the two controllers
in the simplex architecture have two very different
objectives and designs, whereas, in redundant
or diverse implementations, the goal of all the
replicas is the same. The simplex architecture is
illustrated in Figure 3.

Figure 3: Simplex architecture.

A Reference monitor enforces a physical
property of the system and checks whether the
control commands about to be sent to a physical
process violate the property it wants to pro-
tect [10]. If there is a predicted violation, the ref-
erence monitor blocks or modifies this command,
as shown in Figure 4. The design of the policy
is crucial for this strategy since a legitimate event
might potentially trigger a violation and cause a
denial of service.

A Reboot is a strategy to remove malicious
code by restarting the system. While reboots may

Figure 4: Reference monitor.

not work for certain attacks, they are particularly
useful for removing malware residing in memory.
Such strategies assume that rebooting the device
into a trusted state is possible. Consequently,
the attacker loses control of the device, at least
for a period after each reboot. While reboots
might work on various devices, this strategy has
only been studied for protecting the controller, as
illustrated in Figure 5.

Figure 5: Controller reboot.

Reboot strategies are further divided into re-
juvenation [11], [12] and revival [13], [14].
The rejuvenation reboots are proactive since they
frequently restart the system without needing a
detection mechanism or an alert. On the other
hand, revival reboots are reactive as they only
trigger the restart after the attack detector flags
an alert.

An Actuation constraint restricts what con-
trol signals from attackers can do, preventing
attackers from driving the system to unsafe
places [15]. Instead of blocking the signal like
a reference monitor, the defense lets the control
command pass to the actuator, but the actuator
itself limits what the control signal can do. One
popular constraint is to saturate (put bounds)
on what the actuator can do, as illustrated in
Figure 6.

Redundancy based approaches implement re-
dundant sensors and/or actuators to provide a
backup to the attacked device [5], [13]. When
the attacker affects one device, e.g., a sensor, a
backup sensor remains available (that hopefully

4 IT Professional



Figure 6: Actuation constraint.

is uncompromised) to provide an unaffected read-
ing.

A Diversity based approach complements re-
dundancy approaches. If redundancy approaches
are used without diversity, an attacker may be
able to compromise all backup devices through
the same attack vector. To prevent such scenarios,
diversity strategies implement multiple replicas
of the controller, each of them with different
instruction architectures, so that the same attack
cannot be used to gain a foothold in more than
one replica [13]. In Figure 7, a controller can
have, for example, an x86-based processor, and
a replica may have an ARM processor.

Figure 7: Redundancy and diversity.

EVALUATION
In this section, we evaluate the methodologies

the researchers employed to validate the recovery
strategies. We analyze the desirable property they
aim to preserve while the system is under attack,
how they validate that their strategy successfully
preserves such a property, and its effect on the
system when there is no attack.

Security
To measure if a recovery strategy is successful

against attacks, we need to define the property the
system should preserve even during and after an
attack. We identify that the literature focuses on
two physical properties: Liveness and Safety.

Liveness: The goal of liveness property is for
the CPS to fulfill its mission, even under attack.
In this case, the researchers allow performance
degradation (e.g., a longer time to accomplish the
task), but the main goal is to fulfill the original
intended mission.

Safety: The goal of safety property is to
prevent accidents and physical damages. Notice
that an autonomous car can achieve its original
mission by following a desired path to reach a
final destination; however, it can do so while
running over a pedestrian. If the primary goal
after receiving an alert is to achieve safety, then
the controller updates its priority, potentially even
de-prioritizing the original mission.

Adverse byproduct
Most recovery strategies will have negative

side effects on the operations of CPS without
attacks. Next, we study the negative side effects
of the recovery strategy, particularly the impact
on the performance when the system is operat-
ing without attack. We track whether researchers
consider such adverse byproducts in their pro-
posals. In particular, we examine if the authors
that proposed proactive strategies discussed the
performance degradation their strategy might
produce in the physical system (e.g., actuation
saturation might result in a less-responsive CPS).
Likewise, we look at whether the authors that
propose reactive strategies discuss the effect of
false alarms on the system (e.g. when we switch
to a virtual sensor when there is no attack).

Validation
We also look at the methodology that the

authors use to convince readers that their strate-
gies achieve the intended security objectives. Pa-
pers mainly use simulations, implementation in
a testbed, or deriving formal guarantees through
some rigorous mathematical process.

DISCUSSION
Table 1 presents the results of applying our

taxonomy to several papers. Next, we discuss
general insights from these results.

General Observations
Our first observation is that the field of at-

tack recovery for CPS is a growing area of
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Table 1: Taxonomy application on works on online attack recovery.
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Year 2011 - 2018 2019 2020 2021 2022

Attacked device
Sensor ● - - ● - ● - ● ● ● ● ● - -
Actuator - - - - - - - - ● - - - - ●
Controller - ● ● - ● - ● - ● - - - ● -

Attack Objective
Availability attack - - - - - - - - - ● - - - -
Integrity attack ● ● ● ● ● ● ● ● ● ● ● ● ● ●T

hr
ea

t
M

od
el

Stealthy attack* ● - - ● - ● - - - - ● ● - -

Adaptation
Proactive - - ● - - - ● - ● - - - - ●
Reactive ● ● - ● ● ● - ● - ● ● ● ● ●

Recovery method
Virtual sensors ● - - ● - - - ● - ● - - - -
Simplex architecture - - ● - - - ● - - ● ● - - ●
Reboot - - ● - ● - ● - - - - - ● -
Reference monitor - ● - - - - - - - - - - - -
Actuation constraint - - - - - - - - ● - - - - -
Redundancy - - - - ● ● - - - - - ● - -

A
tt

ac
k

M
iti

ga
tio

n

Diversity - - - - ● - - - - - - - - -

E
va

lu
at

io
n

Security
Safety - ● ● - G# ● ● - ● ● - - ● ●
Liveness ● - - ● - - - ● - ● ● ● - -

Adverse Byproduct
Performance degradation
(proactive) # # - # # # - # ● # # # # -

False alarms (reactive) ● G# # - - - # ● # - ● - - -

Validation
Formal - - ● ● - - ● - ● ● - - ● ●
Simulation ● ● - ● ● ● ● ● ● ● ● ● ● -
Testbed - - ● - - - - ● - - ● ● - -

Legend: ●: feature considered by authors. G#: feature presents ambiguity. -: feature not considered by authors. #: the feature does
not apply. *Stealthy attacks are a particular case of integrity attacks.

research. While we only found one paper on
recovery published by 2011 and two by 2013,
beginning in 2017 we started to find at least two
publications on attack recovery every year. This
shows the growing potential of the field, and a
natural progression of interest from the research
community is to concentrate on response, as the
fields focusing on prevention and detection have
become more mature.

Recovery trends: The early work on re-
covery between 2011 and 2018 showed special
interest in virtual sensors and reboots. However,
we noticed that beginning in 2020, the simplex
architecture has received special attention. We

believe that virtual sensors were used mainly
at the initial stage of development of the field
because researchers were interested in an intuitive
strategy that was general enough to be applicable
to most CPS and were not focused on provid-
ing formal mathematical guarantees of security
or performance. As the field of attack recovery
matured, researchers started to use mathematical
tools from the control theory to obtain rigorous
guarantees, and the simplex architecture provided
that opportunity. Similarly, reboots also received
attention at the beginning of the field, but the
use of this strategy has reduced; while we can
use mathematical tools to analyze reboots, the
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interest has decreased, in part because of the
limited threat reduction applications.

Most of the attackers affect the integrity
of sensors: We identified that most works deal
with attacks on sensors, and all of them consider
integrity attacks. Even the strategies that consider
DoS attacks model them as integrity attacks since
the adversary modifies the information being sent.

Stealthy attacks: The works that deal with
stealthy attacks implement reactive strategies. By
definition, the anomaly detector cannot identify
them, and the mitigation strategy cannot modify
the system. To evaluate a recovery system that
does not identify attacks, the goal is to show that
if the attacker wants to remain stealthy, then they
cannot damage the system.

Proactive vs. reactive adaptation: Reactive
strategies require a mechanism to alert about
an attack and then modify the system behavior
using that information. This makes the reactive
defenses’ performance dependent on the detector.
If the detector cannot identify an attack, the
reconfiguration strategy will not modify the sys-
tem behavior to mitigate the attack. Similarly, a
delay in detection might not provide enough time
for the defense to reconfigure the system before
damage occurs. In contrast, proactive strategies
do not require an alert about an attack but may
result in conservative approaches that affect the
system’s performance even without an attack.

Recovery should guarantee safety and live-
ness: Most works attempt to ensure either safety
or liveness separately, but the satisfaction of one
of these properties does not guarantee the satis-
faction of the other. We argue that the recovery
strategies should ensure both properties. Zhang
et al. [8] propose a backup controller that solves
an optimization problem that includes the unsafe
and target set. The solution steers the system to
the target set while avoiding unsafe regions. If
the target set is the original destination of the
system, we can count this approach as satisfying
both liveness and safety.

Validation Trade-offs The methods that au-
thors use to validate their strategy by mathe-
matical analysis, using simulations or testbeds,
have various advantages and disadvantages. Sim-
ulations allow the testing of several scenarios
without the risk of damaging a real CPS or its
environment of operation. However, models and

simulators cannot emulate the real physical dy-
namics. Instead, the testbed-based validation uses
a real CPS and provides a better understanding
of the system performance, but it is costly and
involves high risk. Nevertheless, these two vali-
dations are empirical approaches. Works that use
these validation methods cannot characterize the
conditions that allow the strategy to work in all
cases, as it is impossible to run such experiments
over all possible scenarios.

Assumptions: Works that use mathematical
analysis can characterize the conditions under
which the strategy ensures liveness or safety.
To obtain those guarantees and make the prob-
lem mathematically tractable, the authors need to
make assumptions about the CPS characteristics,
which may not apply to every CPS. We identified
two main assumptions in such works. First, most
methods assume a CPS with linear dynamics as
the system model because several tools exist to
analyze them [2], [8], [11], [12], [15]. Responses
require more realistic models that can deal with
nonlinear dynamics, but only a few works deal
with general nonlinear models [9] or a special
class of nonlinear systems [14]. Second, these
works make assumptions about the noise on the
sensors’ measurements or process. Some of them
consider bounded noises [8], [9] or a noiseless
system altogether [12].

No common evaluation metric: We found
no standard metric for measuring the system’s
performance when attacked. Papers considering
safety mainly show that the system states are
always inside the safe set [9], [11]. The works
prioritizing liveness require a different metric to
measure that the system completes its designed
task. The works we reviewed, however, use dif-
ferent metrics to define success.

Recovery strategies affect operations with-
out attacks: We expect that attacks on CPS will
be rare, so a CPS will usually operate without
attacks. Therefore, defense strategies should min-
imize any negative side effects their implementa-
tion may cause during operations without attacks.
Proactive strategies usually result in conservative
designs that impact performance despite not be-
ing under attack. While the authors of proactive
strategies usually mention that their proposal im-
pacts performance, most of them do not quantify
this performance degradation.

May/June 2019 7



Department Head

Effects of false alarms: With reactive strate-
gies, the CPS can use devices and controllers that
maximize performance during operation without
attacks. However, the detection mechanism may
send a false alert activating the reactive defenses,
impacting the system’s performance. We identi-
fied that only a few works discuss the response
to a false alarm [4], [6], [7], and the metric to
evaluate the impact of false alarms is not unified.

As illustrated in the last two paragraphs,
most research efforts focus on proving that their
proposal is secure; however, they tend not to
measure the negative performance degradation of
the system when it is not under attack. We argue
that we need more research to show that the
defenses do not affect the operation of a system
under normal conditions.

Pros and Cons of Each Strategy
Lastly, we discuss the advantages and dis-

advantages of each strategy. Virtual sensors are
one of the simplest reactive attack mitigation
strategies, which are effective only against sensor
attacks. The digital twin model requires only a
mathematical model of the physical evolution of
the system under different control commands.
However, this strategy can only work for a short
time if there is not enough redundancy or uncom-
promised sensors; otherwise, the system eventu-
ally becomes an open-loop control system, as it
stops using the sensor measurements. Open-loop
controllers do not have stability guarantees, and
the system states might reach unsafe zones that
can harm the system.

With the simplex architecture, designers might
synthesize the controllers and the switching to
guarantee that the system has some properties
(e.g., safety). Depending on the design choices,
this strategy might mitigate the attack effects
when the adversary compromises either the ac-
tuator or the controller. However, designing the
controllers might be challenging, and as we dis-
cussed above, some formulations are infeasible.

A reference monitor enforces an access con-
trol policy. A safety policy should prevent the
execution of control commands that will damage
the system. However, CPS has continuous and
discrete variables, which makes it difficult to
predict if a given control action might lead the
system to an unsafe state. Defining a safety policy

is also time-consuming and error-prone.

Most of the works that deal with attacks
against the controller use reboots. However, dur-
ing a reboot, the system is without control which
clearly impacts the performance if there are no
attacks. Additionally, rebooting cannot ensure re-
moving the adversary, who may take control of
the system again with persistent rootkits. For
instance, the adversary might modify the con-
troller ROM and persist even after the reboot if
there is no integrity verification of the firmware
(e.g., using digital signatures). Even if an attacker
cannot modify the ROM content, the firmware
might have vulnerabilities that the attacker can
exploit. Moreover, attackers may persist if they
add hardware to the controller to deploy a phys-
ical attack.

Redundancy requires more hardware devices,
which is a disadvantage as it increases the cost.
Additionally, redundancy strategies would not be
able to recover from attacks against all the hard-
ware copies. Diversity makes it more difficult to
implement the attacks against all the devices, but
it also requires additional efforts to design the
CPS. As noted before, the nominal controller of
the replica is the same as the original controller,
so under an attack, there are no guarantees that
the system will provide safety. On the other hand,
in the simplex architecture, the recovery con-
troller has a different objective from the primary
controller, which is to take the system to a safe
place.

Strategy mixing: We notice that combining
attack mitigation strategies can give us advantages
from each of them. Such a combination is not
straightforward, and we found that there is almost
no mixing of strategies to mitigate attacks. For
instance, Garg et al. [9] present a combination
of strategies by proposing a risk-based adaptation
of the system; rather than responding to fixed
alerts, the anomaly detector gives a risk score
depending on how close it is to the unsafe regions.
The control adaptation then becomes more and
more aggressive if the anomaly detector deems
the system to be closer and closer to the unsafe
regions. We encourage more researchers to study
response strategies that soundly combine the best
practices of each method.

8 IT Professional



CONCLUSIONS
As the level of maturity of research in CPS

security continues to grow, we find that online
attack recovery is becoming a more relevant area
of study. In this article, we introduced a new
taxonomy and created new diagrams to illustrate
in a unified lens the variety of proposals in this
area. We hope that our work will help researchers
in the field who are new to the topic as well as
experienced researchers in CPS security.

We argue that future proposals can consider
combining the best practices of different meth-
ods, as some of these methods complement each
other well, like using virtual sensors with simplex
architecture or new risk-based adaptations.
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