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#### Abstract

We address the problem of state observation for a system whose dynamics may involve poorly known, perhaps even nonlocally Lipschitz functions and whose output measurement may be corrupted by noise. It is known that one way to cope with all these uncertainties and noise is to use a high-gain observer with a gain adapted on-line. The proposed method, while presented for a particular case, relies on a "generic" analysis tool based on the study of differential inequalities involving quadratic functions of the error system in two coordinate frames plus the gain adaptation law. We establish that, for bounded system solutions, the estimated state and the gain are bounded. Moreover, we provide an upper bound for the mean value of the error signals as a function of the observer parameters. Since due to perturbations the gain adaptation law may drive the observer/plant interconnection to nearby the boundary of its stability region, oscillatory behavior may emerge. To overcome this issue, we suggest an adaptive procedure based on a space averaging technique involving several copies of the observer.


## 1 Introduction

We consider nonlinear systems in the form ${ }^{1}$

$$
\begin{align*}
\dot{z} & =f_{z}\left(x_{1}, \ldots, x_{n}, z, t\right), \\
\dot{x}_{1} & =x_{2}+f_{1}\left(x_{1}, z, t\right), \\
\dot{x}_{2} & =x_{3}+f_{2}\left(x_{1}, x_{2}, z, t\right), \\
& \vdots  \tag{1}\\
\dot{x}_{n-1} & =x_{n}+f_{n-1}\left(x_{1}, x_{2}, \ldots, x_{n-1}, z, t\right), \\
\dot{x}_{n} & =f_{n}\left(x_{1}, x_{2}, \ldots, x_{n}, z, t\right), \\
y & =x_{1}+m .
\end{align*}
$$

For such systems, we are interested in estimating the components $x_{1}$ to $x_{n}$ of any solution that is bounded in positive times.

To that end, we propose a high-gain observer with adaptive gain that measures the plant's output $y$ perturbed

[^0]by $m$ and is given by
\[

$$
\begin{aligned}
\dot{\hat{x}}_{1} & =\hat{x}_{2}+\hat{f}_{1}\left(\hat{x}_{1}, t\right)-k_{1} r(\hat{y}-y), \\
\dot{\hat{x}}_{2} & =\hat{x}_{3}+\hat{f}_{2}\left(\hat{x}_{1}, \hat{x}_{2}, t\right)-k_{2} r^{2}(\hat{y}-y), \\
& \vdots \\
\dot{\hat{x}}_{n-1} & =\hat{x}_{n}+\hat{f}_{n-1}\left(\hat{x}_{1}, \ldots, \hat{x}_{n-1}, t\right)-k_{n-1} r^{n-1}(\hat{y}-y), \\
\dot{\hat{x}}_{n} & =\hat{f}_{n}\left(\hat{x}_{1}, \hat{x}_{2}, \ldots, \hat{x}_{n}, t\right)-k_{n} r^{n}(\hat{y}-y), \\
\hat{y} & =\hat{x}_{1}, \\
\dot{r} & =\phi(r, y-\hat{y}),
\end{aligned}
$$
\]

where the functions $\hat{f}_{i}$ and the positive constants $k_{i}$, which are the nominal gains, are to be chosen, $r$ is the observer's gain, which is introduced to increase the nominal gain if needed, and $\phi$ defines the adaptation law.

The domain of application of traditional, constant highgain observers ( $[11,10]$ ) has been enlarged by incorporating dynamic gain adaptation; see, e.g., [15,6,16,3,2]. Dynamic gain adaptation is reminiscent of what has been proposed in the adaptive control literature for online tuning of control parameters; see, e.g., [9,14,12,18]. When it is known that the gain $r$ should be larger than some function of the state that is observable (see $[3,2,21,20]$ for instance), then it is easy to design a sat-
isfactory gain adaptation law. When we only know the effect or the properties that $r$ can guarantee when it is large enough, (see $[15,6,16,3]-[7]$ ), then it is more difficult to design an adaptation law guaranteeing robust performance. Indeed, typically this adaptation is such that the gain $r$ is nondecreasing along solutions. Unfortunately, it is known in various contexts that such a gain adaptation may lead to serious growth problems when perturbations such as measurement noise are present (see, e.g., [9, Example 4.2], [19, Figure 6.a], and [18]). A wide variety of fixes have been proposed in the literature to stop $r$ from increasing without bound. For instance, there exist the dead-zone $[9,19]$ or $\lambda$-tracking approach [17], the sigma modification [13], and, more recently, in the context of output feedback stabilization, the hybrid approach proposed in [23] consisting of decreasing (increasing) $r$ by resetting it to a smaller (larger) value when the output of the system decreases (respectively, increases). The point is that, instead of keeping the gain $r$ at large values when it is not needed, more sophisticated mechanisms that tune $r$ to the local (in time) plant's data are needed in real-world applications. In fact, it has been established in $[25,4]$ that for the constant high-gain case, measurement noise introduces an upper limit for the gain when good performance is taken into account. Gain adaptation laws aiming at satisfying this objective have been proposed recently in $[1,5]$. In [1], the authors are in a context in which a bound on the $f_{i}$ 's in (1) is known. This allows them to let the gain $r$ switch between two appropriate values depending on the magnitude of the error $\hat{y}-y$. In [5], the authors design an adaptation law for $r$ relying on the knowledge of an upper bound for $r$ and of the Lipschitz constant of the $f_{i}$ 's.

We design an adaptation law $\phi$ for $r$ that does not require information on the upper bound for $r$ nor of the Lipschitz constant of the $f_{i}$ 's. Our approach consists of analyzing the following set of inequalities resulting from the interconnection between the plant in (1) and the observer proposed above:

$$
\begin{align*}
& \frac{\dot{V}_{r}(\varepsilon)}{r} \leq-\alpha_{1}(r) V_{r}(\varepsilon)+\beta_{1}(r) \\
& \dot{r}=\phi(r, y-\hat{y}) \\
& \frac{\dot{V}_{s}(\xi)}{s} \leq-\theta_{1} V_{s}(\xi)+\theta_{2}+\alpha_{2}(r)(y-\hat{y})^{2}  \tag{2}\\
& \beta_{2}(r)\left(x_{1}-\hat{x}_{1}\right)^{2} \leq V_{r}(\varepsilon) \leq \alpha_{3}(s) V_{s}(\xi)
\end{align*}
$$

The functions $V_{r}$ and $V_{s}$ are quadratic in $\varepsilon$ and $\xi$, respectively, while $\dot{V}_{r}$ and $\dot{V}_{s}$ are their derivatives along solutions, where $\varepsilon$ and $\xi$ are two different coordinates obtained from the same error state $e:=\hat{x}-x$. The functions $\alpha_{1}, \alpha_{2}$, and $\alpha_{3}$ are increasing whereas $\beta_{1}$ and $\beta_{2}$ are decreasing. The constants $\theta_{1}$ and $\theta_{2}$ are positive, and $s$ is a positive analysis parameter. Particular constructions of these functions are given in Section 4.3. With these
definitions, (2) induces the following mechanism. From the last inequality, if $V_{r}$ is large, then $V_{s}$ is also large. This is possible only if $\alpha_{2}(r)(y-\hat{y})^{2}$ has been large for some time as the third inequality indicates. If it was $r$ that was large, then, with the first inequality, using the monotonicity properties of $\alpha_{1}$ and $\beta_{1}$, this contradicts that $V_{r}$ is large. So it has to be that $\|\hat{y}-y\|$ is large. If $\phi$ takes positive values when $\|\hat{y}-y\|$ is large, then, from the second inequality, $r$ will also become large, forcing $V_{r}$ to decrease via the first inequality. Since this does not put any constraint on $\phi$ when $\|\hat{y}-y\|$ is small, our idea is to let $\phi$ take nonpositive values in such case.

The paper is organized as follows. Section 2 presents the construction of the observer as well as the main result. Its proof along that of technical lemmas are in Section 4. Section 3 is devoted to the presentation of an illustrating academic example.

## Notation

For notation convenience, we utilize the following symbols and definitions throughout the paper:

- $\widetilde{K}:=\left[\begin{array}{llll}k_{1} & k_{2} & \ldots & k_{n}\end{array}\right]^{\top}$, where $k_{i} \in \mathbb{R}$ for all $i \in$ $\{1,2, \ldots, n\}$.
- $\operatorname{diag}\left(a_{11}, a_{22}, \ldots, a_{n n}\right)$ denotes the diagonal matrix with entries $a_{i i}, i=1,2, \ldots, n$.
- $\Lambda(r)=\operatorname{diag}\left(r, \ldots, r^{n}\right)$.
- $N_{n-1}=\operatorname{diag}(0,1, \ldots, n-1)$.
- Given $b \in \mathbb{R}$, define $R=b I+N_{n-1}$.
- $\widetilde{R}(r, s)=\operatorname{diag}\left(1-\left(\frac{r}{s}\right), 1-\left(\frac{r}{s}\right)^{2}, \ldots, 1-\left(\frac{r}{s}\right)^{n}\right)$.
- Given $x \in \mathbb{R}^{n},\|x\|$ denotes the Euclidean norm of $x$.
- Given $A \in \mathbb{R}^{n \times n},\|A\|$ denotes the induced 2-norm of A.
- Given a function $t \mapsto f(t),\|f\|_{\infty}$ denotes $\operatorname{esssup}_{t}\|f(t)\|$.
- Given a matrix $P \in \mathbb{R}^{n \times n}, \lambda_{\min }(P)$ and $\lambda_{\max }(P)$ denote the minimum and maximum values of its eigenvalues, respectively.


## 2 Observer expression and main result

System (1) can be compactly written as

$$
\begin{align*}
\dot{z} & =f_{z}\left(x_{1}, \ldots, x_{n}, z, t\right) \\
\dot{x} & =A x+F(x, z, t)  \tag{3}\\
y & =x_{1}+m
\end{align*}
$$

where

$$
\begin{aligned}
& A:=\left[\begin{array}{cccccc}
0 & 1 & 0 & \ldots & \ldots & 0 \\
0 & 0 & 1 & 0 & \ldots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\
0 & \ddots & \ddots & \ddots & \ddots & 0 \\
0 & 0 & \ddots & \ddots & \ddots & 1 \\
0 & 0 & 0 & \ldots & \ldots & 0
\end{array}\right], \\
& F(x, z, t):=\left[\begin{array}{c}
f_{1}\left(x_{1}, z, t\right) \\
f_{2}\left(x_{1}, x_{2}, z, t\right) \\
\vdots \\
f_{n-1}\left(x_{1}, x_{2}, \ldots, x_{n-1}, z, t\right) \\
f_{n}\left(x_{1}, x_{2}, \ldots, x_{n}, z, t\right)
\end{array}\right],
\end{aligned}
$$

$(z, x) \in \mathbb{R}^{m} \times \mathbb{R}^{n}$ is the plant's state, $y \in \mathbb{R}$ is the perturbed plant's output, and $m$ represents the noise in the measurements of $x_{1}$.

We study the high-gain observer discussed in Section 1 for (1) with the particular gain adaptation law defined by

$$
\phi(r, \hat{y}-y):=p_{1}\left(\left((\hat{y}-y)^{2}-p_{2}\right) r^{1-2 b}+\frac{p_{2}}{r^{2 n}}\right)
$$

with $p_{1}$ and $p_{2}$ parameters to be chosen positive and $b$ to be taken in $\left(0, \frac{1}{2}\right)$. As discussed in Section 1, it is such that the gain $r$ increases at least when $(\hat{y}-y)^{2}$ is larger than $p_{2}$, but it decreases when $(\hat{y}-y)^{2}$ is smaller than $p_{2}\left(1-\frac{1}{r^{2 n+1-2 b}}\right)$. Note that our adaptation law makes the interval $[1,+\infty)$ forward invariant for the $r$ component of any solution.

The above expression for $\phi$ has some resemblance with the one corresponding to an update law with dead zone; cf. [9,19]. More precisely, in the most standard case and in our context, an update law with dead zone would assume the form

$$
\begin{equation*}
\dot{r}=p_{1} \max \left\{0,(\hat{y}-y)^{2}-p_{2}\right\} r^{1-2 b} \tag{4}
\end{equation*}
$$

in which case, $\dot{r}$ is always nonnegative.
With the definitions above, the proposed observer for the components $x_{1}$ to $x_{n}$ of (1) becomes
$\dot{\hat{x}}=A \hat{x}+\hat{F}(\hat{x}, t)-K(r)(\hat{y}-y)$,
$\dot{r}=p_{1}\left(\left((\hat{y}-y)^{2}-p_{2}\right) r^{1-2 b}+\frac{p_{2}}{r^{2 n}}\right)$,
$\hat{y}=\hat{x}_{1}$,
where $\hat{x} \in \mathbb{R}^{n}, \hat{y} \in \mathbb{R}$,

$$
\hat{F}(\hat{x}, t):=\left[\begin{array}{c}
\hat{f}_{1}\left(\hat{x}_{1}, t\right) \\
\hat{f}_{2}\left(\hat{x}_{1}, \hat{x}_{2}, t\right) \\
\vdots \\
\hat{f}_{n-1}\left(\hat{x}_{1}, \hat{x}_{2}, \ldots, \hat{x}_{n-1}, t\right) \\
\hat{f}_{n}\left(\hat{x}_{1}, \hat{x}_{2}, \ldots, \hat{x}_{n}, t\right)
\end{array}\right]
$$

and with the notation $K(r):=\Lambda(r) \widetilde{K}$. Given $b \in\left(0, \frac{1}{2}\right)$ and using [21, Lemma 1$]$, a vector $\widetilde{K} \in \mathbb{R}^{n}$ can be chosen to guarantee the existence of real numbers $d_{0}$ and $d_{1}$, and of a symmetric matrix $P$ such that

$$
\begin{array}{r}
0<d_{0}, \quad 0<d_{1}, \quad 0<P \\
(A-\widetilde{K} C)^{\top} P+P(A-\widetilde{K} C) \leq-2 d_{0} P \\
\frac{b}{2} P \leq R P+P R \leq d_{1} P \tag{10}
\end{array}
$$

where $C:=\left[\begin{array}{lllll}1 & 0 & 0 & \ldots & 0\end{array}\right] \in \mathbb{R}^{n}$. Unless otherwise stated, the parameter $b$ of the gain adaptation law is constrained to the set $\left(0, \frac{1}{2}\right)$.

To establish our main result, we require $F$ and $\hat{F}$ to satisfy the following property:

Property (*): For each compact set $\mathfrak{C} \subset \mathbb{R}^{m} \times \mathbb{R}^{n}$, there exist $\gamma, L \in \mathbb{R}^{n}$ satisfying, for each $i \in$ $\{1,2, \ldots, n\}$ and all $(x, w, z)$ such that $(z, x+w) \in \mathfrak{C}$,

$$
\begin{align*}
& \| f_{i}\left(x_{1}+w_{1}, x_{2}+w_{2}, \ldots, x_{i}+w_{i}, z, t\right)- \\
& \quad \hat{f}_{i}\left(x_{1}, x_{2}, \ldots, x_{i}, t\right)\left\|\leq \gamma_{i}+L_{i} \sum_{j=1}^{i}\right\| w_{j} \| . \tag{11}
\end{align*}
$$

for almost all $t$.
In particular, the constant vector $\gamma$ captures a bound on the unmodeled dynamics, both in the dynamics defined by the functions $f$ and $\hat{f}$, while $L$ corresponds to a bound on the Lipschitz constant of the mismatch between these functions.

The following lemma introduces conditions for which this property is guaranteed.

Lemma 2.1 Assume the function $F$ is such that the function $(x, z) \mapsto F(x, z, t)$ is locally bounded uniformly in $t$ and the function $\hat{F}$ is bounded. Under this condition, Property (*) holds.

Proof: For a compact set $\mathfrak{C}$, local boundedness of $(x, z) \mapsto f_{i}(x, z, t)$ uniformly in $t$ implies the existence of $\gamma_{i}^{\prime}>0$ such that $\left\|f_{i}\left(x_{1}+e_{1}, \ldots, x_{i}+e_{i}, z, t\right)\right\| \leq \gamma_{i}^{\prime}$ for all
$(z, x+e) \in \mathfrak{C}$ and for all $t$. Boundedness of $\hat{f}_{i}$ implies the existence of $\gamma_{i}^{\prime \prime}>0$ such that $\left\|\hat{f}_{i}\left(x_{1}, \ldots, x_{i}, t\right)\right\| \leq \gamma_{i}^{\prime \prime}$ for all $\left(x_{1}, \ldots, x_{i}\right)$ and for all $t$. Then, the claim follows with $\gamma_{i} \geq \gamma_{i}^{\prime}+\gamma_{i}^{\prime \prime}, L_{i} \geq 0, i \in\{1,2, \ldots, n\}$. Note that this proof indicates that one could pick $L_{i}=0$ in (11). But keeping $L_{i}$ gives more flexibility and less conservative results when a Lipschitz property holds.

Next, we state our main result. For any pair $(F, \hat{F})$ such that Property ( $*$ ) holds, it establishes that, for each complete ${ }^{2}$ and bounded solution to the plant (3) and bounded measurement noise, the interconnection between the plant and the proposed observer, which results in the system (3),(5)-(6), is such that no finite escape time occurs and that solutions are bounded. Moreover, it provides an explicit bound for the mean value of the error signals.

Theorem 2.2 Assume the pair $(F, \hat{F})$ is such that Property (*) holds. Assume further that $\hat{F}$ satisfies the Carathéodory conditions ${ }^{3}$. Given $b \in\left(0, \frac{1}{2}\right)$, let $\widetilde{K}, d_{0}, d_{1}$ and $P$ satisfy (9). Then, for each real number $M_{\infty} \geq 0$ and positive gain adaptation law parameters satisfying

$$
\begin{equation*}
p_{1}>0, \quad p_{2} \geq 4 M_{\infty}^{2}\left(1+\frac{2 \lambda_{\max }(P)\|\widetilde{K}\|^{2}}{d_{0}{ }^{2} \lambda_{\min }(P)}\right) \tag{12}
\end{equation*}
$$

we have that, for each
A) Carathéodory solution $t \mapsto(z(t), x(t))$ to (3) that is complete and bounded,
B) Measurement noise given by a measurable function $t \mapsto m(t)$ satisfying $\|m\|_{\infty} \leq M_{\infty}$, and
C) Initial condition $(\hat{x}(0), r(0))$ of (5)-(6) with $r(0) \geq$ 1,
the corresponding Carathéodory solutions
$t \mapsto(z(t), x(t), \hat{x}(t), r(t))$ to system (3),(5)-(6)
(1) Exist and are complete,
(2) Are bounded on $[0,+\infty)$, and
(3) Satisfy
$\limsup _{T \rightarrow+\infty} \frac{1}{T} \int_{t}^{t+T}(\hat{y}(\tau)-y(\tau))^{2} d \tau \leq p_{2} \quad \forall t \geq 0$,

[^1]\[

$$
\begin{align*}
\left.\limsup _{T \rightarrow+\infty} \limsup _{t \rightarrow+\infty} \frac{1}{T} \int_{t}^{t+T} \right\rvert\, \hat{x}_{i}(\tau)- & \left.x_{i}(\tau)\right|^{2} d \tau  \tag{14}\\
& \leq B_{i, \circ}\left(p_{1}, p_{2}\right)
\end{align*}
$$
\]

for all $i \in\{1,2, \ldots, n\}$, where $B_{i, \circ}\left(p_{1}, p_{2}\right)>0$ is given in (15); see Remark 2.4.

Remark 2.3 Property (*) provides an upper bound on the mismatch $F-\hat{F}$ for all $(x, \hat{x}, z, r, t)$ on compact sets for the $(z, x)$ components. Further measurability and continuity conditions on $\hat{F}$ and $m$ guarantee local existence of Carathéodory solutions to system (5)-(6), once a solution of (3) is given. Note that the assumptions do not guarantee that complete and bounded Carathéodory solutions $t \mapsto(z(t), x(t))$ to (3) exist. In fact, such solutions can fail to exist, even locally. Theorem 2.2 asserts properties only for solutions $t \mapsto(z(t), x(t), \hat{x}(t), r(t))$ to system (3),(5)-(6) associated to a complete and bounded Carathéodory solution $t \mapsto(z(t), x(t))$ to (3).

Remark 2.4 While expression (13) suggests that the bound for the mean value of the output error can be made small by picking $p_{2}$ small, the bound in (14) requires that $p_{2}$ satisfies (12). That is, the bound in (14) is constrained by the size of the measurement noise and the conditions (8)-(10). The bounds in (13)-(14) provide an estimate of achieved performance, in which $B_{i, \circ}\left(p_{1}, p_{2}\right)$ is given by

$$
\begin{array}{r}
B_{i, \circ}\left(p_{1}, p_{2}\right)=\min _{s>s^{*}}\left\{\frac{s^{2 i}\left(a_{1}(s)+2 c_{1} M_{\infty}^{2}\right)}{\lambda_{\min }(P)\left(d_{0} s^{2}-c_{0} \hat{L}\right)}\right. \\
\left.+\frac{{ }^{2 c_{1}}\left(B_{1}\left(s, p_{1}, p_{2}\right)+\frac{1}{p_{2}} B_{2}\right)^{\frac{2 n}{1-2 b}}}{s^{2(n-i)} \lambda_{\min }(P)\left(d_{0} s^{2}-c_{0} \hat{L}\right)} p_{2}\right\}, \tag{15}
\end{array}
$$

where $c_{0}:=\frac{2 \lambda_{\max }(P)}{d_{0}}, c_{1}:=c_{0}\|\widetilde{K}\|^{2}, \hat{L}:=\frac{2}{\lambda_{\min }(P)} \sum_{i=1}^{n} i L_{i}^{2}$, $a_{1}(s):=2 c_{0} \sum_{i=1}^{n} \frac{\gamma_{i}^{2}}{s^{2 i}}, a_{2}(s):=\max \left\{s^{b}, s^{(b+n-1)}\right\}^{2} \frac{\lambda_{\max }(P)}{\lambda_{\min }(P)}$, $s^{*}:=\max \left\{\frac{p_{1} p_{2}(2 n+1)}{d_{0}}+\sqrt{\frac{c_{0} \hat{L}}{d_{0}}}, \bar{s}, 1\right\}$,

$$
\begin{aligned}
B_{1}\left(s, p_{1}, p_{2}\right):= & \widetilde{B}_{1}\left(s, p_{1}, p_{2}\right)^{1-2 b} \\
& +\left(2 d_{1}+\frac{2 c_{0} \hat{L}}{p_{1} p_{2}}\right) \widetilde{B}_{1}\left(s, p_{1}, p_{2}\right)+2
\end{aligned}
$$

$$
\begin{aligned}
& \widetilde{B}_{1}\left(s, p_{1}, p_{2}\right):=\max \left\{p_{1}\left(\frac{4 a_{2}(s) c_{1} M_{\infty}^{2}+a_{2}(s) a_{1}(s)}{s^{2 b} d_{0} \lambda_{\min }(P)\left(d_{0}-\frac{c_{0} \hat{L}}{s^{2}}\right)}\right)\right. \\
& -p_{1} p_{2}\left(\frac{2 a_{2}(s) c_{1}}{s^{2 b} d_{0} \lambda_{\min }(P)\left(d_{0}-\frac{c_{0} \hat{L}}{s^{2}}\right)}\right) \\
& +\left(\frac{4 c_{1} s^{1-2 b} a_{2}(s)}{d_{0} \lambda_{\min }(P)(2 n+1)}\right)\left(2 \frac{\left(d_{1} p_{1} p_{2}+c_{0} \hat{L}\right)}{d_{0}}\right)^{\frac{2 n+1}{1+2 b}}, \\
& \left.4 p_{1} \frac{a_{1}(1)+c_{1} M_{\infty}^{2}}{d_{0}^{2} \lambda_{\min }(P)}\right\},
\end{aligned}
$$

$B_{2}:=\frac{4}{d_{0} \lambda_{\min }(P)} a_{1}(1)$, where, for fixed parameters $p_{2}$ and $\gamma$, the constant $\bar{s}>0$ is constrained to satisfy $2 c_{1} p_{2}>$ $a_{1}(\bar{s})$, which is always possible by picking $\bar{s}$ large enough. Note that $B_{i, \circ}\left(p_{1}, p_{2}\right)$ is given by the minimization of the sum of two terms. The first term is the bound that one would obtain if the constant vector $L$ were known and the gain $r$ were kept constant, and satisfying $r>$ $\max \left\{\sqrt{\frac{c_{0} \hat{L}}{d_{0}}}, 1\right\}$. Indeed, in this case, only the first term of (15) remains, that is,

$$
\begin{aligned}
\limsup _{T \rightarrow+\infty} \limsup _{t \rightarrow+\infty} \frac{1}{T} \int_{t}^{t+T}\left|\hat{x}_{i}(\tau)-x_{i}(\tau)\right|^{2} d \tau \leq \\
\frac{r^{2 i}\left(a_{1}(r)+2 c_{1} M_{\infty}^{2}\right)}{\lambda_{\min }(P)\left(d_{0} r^{2}-c_{0} \hat{L}\right)}
\end{aligned}
$$

for all $i \in\{1,2, \ldots, n\}$. The second term in $B_{i, \circ}$ corresponds to the effect of the gain adaptation law. Moreover, when the bound on the mismatch $F-\hat{F}$ in Property (*) is such that $\gamma$ is zero, since $a_{1}$ and $B_{2}$ are identically zero in such case, using the bound on $p_{2}$ given in (12), the bound $B_{i, \circ}$ can be rewritten as

$$
\begin{align*}
& B_{i, \circ}\left(p_{1}, p_{2}\right)=\min _{s>s^{*} \frac{1}{2} \frac{s^{2 i} c_{1}}{\lambda_{\min }(P)\left(d_{0} s^{2}-c_{0} \hat{L}\right)}} \\
&\left(\frac{\left.\frac{1}{\frac{c_{1}}{d_{0} \lambda_{\min }(P)}+1}+\frac{4 B_{1}\left(s, p_{1}, p_{2}\right)^{\frac{2 n}{1-2 b}}}{s^{2 n}}\right)}{}\right)(16) \tag{16}
\end{align*}
$$

The following corollary of Theorem 2.2 follows from Remark 2.4 when $\gamma$ is zero.

Corollary 2.5 Under the assumptions of Theorem 2.2, given $b \in\left(0, \frac{1}{2}\right)$ and letting $\widetilde{K}, d_{0}, d_{1}$ and $P$ satisfy (9), if $\gamma=0$ then, for each real number $M_{\infty} \geq 0$, parameters of the gain adaptation law (6) satisfying (12), there exist a constant $\beta>0$ such that for each Carathéodory solution $t \mapsto(z(t), x(t))$ to (3), measurement noise $m$, and initial condition $(\hat{x}(0), r(0))$ satisfying conditions $A), B)$,
and C) of Theorem 2.2, respectively, the corresponding Carathéodory solutions $t \mapsto(z(t), x(t), \hat{x}(t), r(t))$ to system (3),(5)-(6) satisfy
$\limsup _{T \rightarrow+\infty} \limsup _{t \rightarrow+\infty} \frac{1}{T} \int_{t}^{t+T}\|\hat{x}(\tau)-x(\tau)\|^{2} d \tau \leq \beta M_{\infty}^{2}$.

Remark 2.6 Corollary 2.5 follows from the fact that when $\gamma=0$ we have $a_{1}$ and $B_{2}$ identically zero. In such a case, we obtain from (16)

$$
\begin{aligned}
\beta:= & \frac{2 c_{1}}{\lambda_{\min }(P)} \min _{s>s^{*}} \frac{\left(\max _{i \in\{1,2, \ldots, n\}} s^{2 i}\right)}{\left(d_{0} s^{2}-c_{0} \hat{L}\right)} \\
& \left(1+4\left(1+\frac{c_{1}}{d_{0} \lambda_{\min }(P)}\right) \frac{B_{1}\left(s, p_{1}, p_{2}\right)^{\frac{2 n}{1-2 b}}}{s^{2 n}}\right)
\end{aligned}
$$

when $p_{2}=4 M_{\infty}^{2}\left(1+\frac{c_{1}}{d_{0} \lambda_{\min }(P)}\right)$.
Furthermore, in the absence of measurement noise, the next corollary of Theorem 2.2 follows immediately from the expression of the bound (14). In fact, when $\gamma$ and $m$ are zero, the first term in (15) vanishes and the bound can be made arbitrarily small by picking $p_{2}$ small.

Corollary 2.7 Under the assumptions of Theorem 2.2, given $b \in\left(0, \frac{1}{2}\right)$ and letting $\widetilde{K}, d_{0}, d_{1}$ and $P$ satisfy ( 9$)$, if $\gamma=0$ and $m \equiv 0$ then, for every $\widetilde{\varepsilon}>0$, there exists $\bar{p}_{2}>0$ such that, for each parameters of the gain adaptation law (6) satisfying $p_{1}>0, p_{2} \in\left(0, \bar{p}_{2}\right]$, each Carathéodory solution $t \mapsto(z(t), x(t))$ to (3), and each initial condition $(\hat{x}(0), r(0))$ satisfying conditions $A)$ and C) of Theorem 2.2, respectively, the corresponding Carathéodory solutions $t \mapsto(z(t), x(t), \hat{x}(t), r(t))$ to system (3),(5)-(6) satisfy
$\limsup _{T \rightarrow+\infty} \limsup _{t \rightarrow+\infty} \frac{1}{T} \int_{t}^{t+T}\|\hat{x}(\tau)-x(\tau)\|^{2} d \tau \leq \widetilde{\varepsilon}$.

The proofs of the above results are in Section 4.

## 3 A Numerical Example

To illustrate the main features of our dynamic high-gain observer it is already sufficient to consider an elementary second order linear system. Consider the linear plant
$\dot{x}_{1}=x_{2}+\nu_{1} x_{1}+\nu_{2}, \quad \dot{x}_{2}=0, \quad y=x_{1}+m$,
with $\nu_{1}, \nu_{2}>0, \nu_{1}$ being known, but $\nu_{2}$ unknown. Note that the plant can be rewritten as in (3) with $F(x)=$
$\left[\begin{array}{lll}\nu_{1} & x_{1}+\nu_{2} & 0\end{array}\right]^{\top}$ and that $x=\left[\begin{array}{ll}-\frac{\nu_{2}}{\nu_{1}} & 0\end{array}\right]^{\top}$ is an equilibrium. Following Section 2, the observer (5) is designed with $\hat{F}(\hat{x})=\left[\begin{array}{ll}\nu_{1} & \hat{x}_{1}\end{array}\right]^{\top}$ and is given by

$$
\begin{aligned}
& \dot{\hat{x}}_{1}=\hat{x}_{2}+\nu_{1} \hat{x}_{1}-k_{1} r(\hat{y}-y), \quad \dot{\hat{x}}_{2}=-k_{2} r^{2}(\hat{y}-y), \\
& \dot{r}=p_{1}\left(\left((\hat{y}-y)^{2}-p_{2}\right) r^{1-2 b}+\frac{p_{2}}{r^{4}}\right), \quad \hat{y}=\hat{x}_{1} .
\end{aligned}
$$

With this particular choice, it follows that Property (*) holds with $\gamma=\left[\begin{array}{ll}\nu_{2} & 0\end{array}\right]^{\top}$ and $L=\left[\begin{array}{ll}\nu_{1} & 0\end{array}\right]^{\top}$. Straightforward calculations show that (8)-(10) holds, in particular, for the following set of parameters: $d_{0}=0.37, d_{1}=2.66$, $b=0.183, P=\left[\begin{array}{cc}0.75 & -0.50 \\ -0.50 & 0.88\end{array}\right], \widetilde{K}=\left[\begin{array}{l}k_{1} \\ k_{2}\end{array}\right]=\left[\begin{array}{l}2 \\ 2\end{array}\right]$, $p_{1}=20$. In the analysis to follow, we study the effect of varying the parameter $\nu_{1}$ and the measurement noise $m$ for different values of $p_{2}$. The parameter $\nu_{2}$ is fixed at 0.1.

First, we consider the case where $\nu_{1}=1.9$ and $m$ is an independently and identically normally distributed stochastic process with mean 0.02 and standard deviation 0.015 . The histogram of this noise is shown in Figure 1, where the dashed vertical lines correspond to $\pm \sqrt{p_{2}}$ whereas the dotted vertical line corresponds to the $x_{1}$ component $-\frac{\nu_{2}}{\nu_{1}}$ of the solution. It follows that the probability of the norm of the noise $m$ to be larger than $\sqrt{p_{2}}$ is small but non zero.

A simulation of (19)-(20) with $p_{2}=0.0025$ and initial conditions $x(0)=\left[\begin{array}{ll}-\frac{\nu_{2}}{\nu_{1}} & 0\end{array}\right]^{\top}, \hat{x}(0)=\left[\begin{array}{ll}1 & 0\end{array}\right]^{\top}$, and $r(0)=1$ is shown in Figure 2. In dark/blue, it shows the first 300 sec of the trajectory of the gain $r$ and the tail of the $\hat{x}_{2}-x_{2}$ component of the resulting simulation, while in light gray/magenta, it shows the simulation with the dead-zone law in (4). A numerical comparison of the dead-zone and the proposed gain adaptation laws is given in the Table $1\left(\overline{\hat{x}_{1}-x_{1}}\right.$ denotes the mean value). As expected, the proposed gain adaptation law

| method | $\overline{\hat{x}_{1}-x_{1}}$ | std $\hat{x}_{1}-x_{1}$ | $\overline{\hat{x}_{2}-x_{2}}$ | std $\hat{x}_{2}-x_{2}$ |
| :--- | :---: | :---: | :---: | :---: |
| dead-zone | $-1.99 \mathrm{e}-02$ | $3.98 \mathrm{e}-03$ | $1.38 \mathrm{e}-01$ | $1.38 \mathrm{e}-02$ |
| proposed | $-1.99 \mathrm{e}-02$ | $6.58 \mathrm{e}-03$ | $1.38 \mathrm{e}-01$ | $9.00 \mathrm{e}-03$ |

Table 1
Numerical comparison of the dead-zone and the proposed gain adaptation laws with $p_{2}=0.0025$ and $\nu_{1}=1.9$.
yields a gain $r(t)$ that decreases while guaranteeing the estimates to converge, but the dead-zone law uses a gain with asymptotic value that is nearly six times larger. This is due to a large error $\hat{y}-y$ during the transient stage or a potentially bad choice of the initial condition $r(0)$ (for which there is no a priori information on how to select it). As pointed out in [25,4], keeping the gain at large values may compromise performance when measurement noise is present. This is what the numbers in Table 1 indicate.


Fig. 1. Measurement noise histogram. The dashed vertical lines correspond to $\pm \sqrt{p_{2}}$ while the dotted vertical line corresponds to the $x_{1}$ component $-\frac{\nu_{2}}{\nu_{1}}$ of the solution.

(a) $r$ versus time (first (b) $\hat{x}_{2}-x_{2}$ versus time (tail). 300 sec ).

Fig. 2. Complete trajectory of $r$ and final part of $\hat{x}_{2}-x_{2}$ for the system (19) and our observer (20) (dark/blue) and for the one with dead-zone in (4) (light gray/magenta) when $p_{2}=0.0025, \nu_{1}=1.9$ and $m=\mathcal{N}(0.02,0.015)$.

The analysis sketched in Section 1 to argue about boundedness does not rule out the possibility of oscillations in $\hat{x}$ and $r$. In fact, up to now, a goal of our adaptation law was to bring the gain $r$ back to one. But an unitary value for $r$ corresponds to an unstable equilibrium point of the error system. In fact, note that when there is no measurement noise, the error system is given by

$$
\begin{align*}
\dot{e}_{1} & =e_{2}+\nu_{1} e_{1}-k_{1} r e_{1}-\nu_{2} \\
\dot{e}_{2} & =-k_{2} r^{2} e_{1}  \tag{21}\\
\dot{r} & =p_{1}\left(\left(e_{1}^{2}-p_{2}\right) r^{1-2 b}+\frac{p_{2}}{r^{4}}\right)
\end{align*}
$$

The point $e_{1}=0, e_{2}=\nu_{2}, r=1$ is an equilibrium to this system. Around this point, the linearization matrix is

$$
A:=\left.\left(\begin{array}{ccc}
\nu_{1}-k_{1} r & 1 & 0  \tag{22}\\
-k_{2} r^{2} & 0 & 0 \\
0 & 0 & -p_{1} p_{2}(5-2 b)
\end{array}\right)\right|_{r=1}
$$

which is Hurwitz if and only if $\nu_{1}<k_{1}$. This condition is satisfied in the simulation described above and depicted in Figure 2. But, when $\nu_{1} \geq k_{1}$, unsatisfactory behavior may appear. Indeed, for $\nu_{1}=2.22$, since $k_{1}=2$, instead of obtaining the trajectories shown in Figure 2, our gain adaptation law leads to the oscillatory behavior shown in Figure 3, where only the tail of both $\hat{x}_{2}-x_{2}$ and $r$ are shown. This is confirmed by the numbers in Table 2.


Fig. 3. Trajectories of $r$ and $\hat{x}_{2}-x_{2}$ (tails) when $p_{2}=0.0025$, $\nu_{1}=2.22$ and $m=0$.

Along the same lines of Corollary 2.7, the size of the oscillations can be reduced by appropriately tuning the observer parameters. For instance, for $p_{2}=0.0001$, which corresponds to the original value of $p_{2}$ divided by 25 , the numerical results are given in Table 3. The tail of $r$ as well as the trajectories in the $\left(\frac{\hat{x}_{1}-x_{1}}{r^{b}}, \frac{\hat{x}_{2}-x_{2}}{r^{1+b}}, r\right)$-space for the case where $p_{2}=0.0001, \nu_{1}=2.22$ and $m=0$ are show in Figure 4. As expected, we have a (compact)


Fig. 4. Trajectory of $r$ (tail) and the asymptotic phase portrait of $\left(\frac{\hat{x}_{1}-x_{1}}{r^{b}}, \frac{\hat{x}_{2}-x_{2}}{r^{1+b}}, r\right)$ when when $p_{2}=0.0001, \nu_{1}=2.22$ and $m=0$.
$\Omega$-limit set in 3-D space. But, very importantly, $r$ is oscillating around the value $\frac{\nu_{1}}{k_{1}}=1.11$, which would make the matrix $A$ in (22) marginally stable. A rather simple solution to the oscillatory problem consists of adapting online the appropriate value we want $r$ to converge to. We call this value the nominal gain and denote it $\bar{r}$. Unfortunately, this value is likely to evolve with time as the

| method | $\overline{\hat{x}_{1}-x_{1}}$ | std $\hat{x}_{1}-x_{1}$ | $\overline{\hat{x}_{2}-x_{2}}$ | std $\hat{x}_{2}-x_{2}$ |
| :--- | :---: | :---: | :---: | :---: |
| dead-zone | $1.62 \mathrm{e}-11$ | $1.54 \mathrm{e}-09$ | $1.00 \mathrm{e}-01$ | $1.08 \mathrm{e}-08$ |
| proposed | $-1.22 \mathrm{e}-04$ | $3.12 \mathrm{e}-02$ | $1.00 \mathrm{e}-01$ | $4.90 \mathrm{e}-02$ |

Table 2
Numerical comparison of the dead-zone and the proposed gain adaptation laws with $p_{2}=0.0025$ and $\nu_{1}=2.22$.

| method | $\overline{\hat{x}_{1}-x_{1}}$ | std $\hat{x}_{1}-x_{1}$ | $\overline{\hat{x}_{2}-x_{2}}$ | std $\hat{x}_{2}-x_{2}$ |
| :--- | :---: | :---: | :---: | :---: |
| dead-zone | $3.57 \mathrm{e}-11$ | $1.31 \mathrm{e}-08$ | $1.00 \mathrm{e}-01$ | $1.17 \mathrm{e}-07$ |
| proposed | $1.05 \mathrm{e}-05$ | $6.20 \mathrm{e}-03$ | $1.00 \mathrm{e}-01$ | $9.72 \mathrm{e}-03$ |

Table 3
Numerical comparison of the dead-zone and the proposed gain adaptation laws with $p_{2}=0.0001$ and $\nu_{1}=2.22$.
system solution evolves, making an adaptive procedure based only on the time evolution of $r$ not appropriate. For instance, a time average could be misleading when the oscillations are created by the system solution itself.

An alternative view of the situation is to consider that, in the oscillatory case, the observer answer is, at each time, not a single point, but rather the set of points $\mathcal{A}$ depicted in Figure 4(b). The knowledge at each time of what this set is and the mean value for its $r$ component is could provide a good estimation of the limiting value for the nominal value $\bar{r}$. A way to learn the set $\mathcal{A}$ is to sample it, i.e., to have a sufficient (but finite) number of points moving on this set that are as far apart as possible in such a way that their distribution represents the set $\mathcal{A}$ itself well enough. Then, the proposed approach is to have several copies of the observer with estimates that are sufficiently far apart from each other running simultaneously as to provide the desired points moving on the (compact) set $\mathcal{A}$. Then, the objective is to solve an optimization problem involving the chordal distance as the cost function, e.g.,

$$
\max _{\hat{x}_{i,,} \in \mathcal{A}} \min _{i \neq j}\left|\hat{x}_{i, .}-\hat{x}_{j, .}\right|
$$

where the $\hat{x}_{i, \text {. 's }}$ are the state estimates given by copies of the observer. This problem is closely related to packing $^{4}$ (see [8,24] for instance). To solve this problem, we propose to inject a (small) disturbance in the observer dynamics in the direction of the gradient of the above cost. With a possible theoretical analysis in mind and in view of the technicalities presented in the next section, we propose the following collection of $n_{\text {obs }}$ observers:

$$
\begin{aligned}
\dot{\hat{x}}_{i, 1}= & \hat{x}_{i, 2}+\nu_{1} \hat{x}_{i, 1}-k_{1} r_{i}\left(\hat{y}_{i}-y\right) \\
& +\bar{k}_{1} r_{i}^{1+b} \sum_{j \neq i}\left(\frac{\hat{y}_{i}-y}{r_{i}^{b}}-\frac{\hat{y}_{j}-y}{r_{j}^{b}}\right), \\
\dot{\hat{x}}_{i, 2}= & -k_{2} r_{i}^{2}\left(\hat{y}_{i}-y\right)+\bar{k}_{2} r_{i}^{2+b} \sum_{j \neq i}\left(\frac{\hat{y}_{i}-y}{r_{i}^{b}}-\frac{\hat{y}_{j}-y}{r_{j}^{b}}\right)^{\gamma 23)} \\
\dot{r}_{i}= & p_{1}\left(\left(\left(\hat{y}_{i}-y\right)^{2}-p_{2}\right) r_{i}^{1-2 b}+\frac{p_{2}}{r_{i}^{4}}\right), \hat{y}_{i}=\hat{x}_{i, 1},
\end{aligned}
$$

$i=1, \ldots, n_{o b s}$, where the rightmost terms in the first two equations correspond to the injection terms with gains $\bar{k}_{1}$ and $\bar{k}_{2}$ obtained as $\binom{\bar{k}_{1}}{\bar{k}_{2}}=\mu P^{-1}\binom{1}{0}$, with $\mu$ to be chosen large enough to speed up the sampling of $\mathcal{A}$ while keeping the observer stable. With $n_{\text {obs }}=3$, $\mu=0.026, p_{2}=0.0025, \nu_{1}=2.22$ and $m=0$, the resulting set $\mathcal{A}$ with the proposed collection of observers is depicted in light gray/magenta in Figure 5(b) while the

[^2]corresponding $r_{i}$ 's are shown in Figure 5(a). It also shows in dark/blue the set $\mathcal{A}$ for the initial observer, which indicates that the effect of the repellent terms in the collection of observers is to increase the mean value of the $r_{i}$ 's. Note that, now, the $r_{i}$ 's are oscillating around 1.21, which would make the linearization matrix associated with the error system given in (22) marginally stable, and that their phase difference is approximately $\frac{2 \pi}{3} \mathrm{rad}$ (meaning that the separation of the points sampling $\mathcal{A}$ is indeed maximized). From the collection of observers


Fig. 5. Trajectories of the $r_{i}$ 's (tails) and set $\mathcal{A}$ in the $\left(\frac{\hat{x}_{i, 1}-x_{1}}{r_{i}^{b}}, \frac{\hat{x}_{i, 2}-x_{2}}{r_{i}^{1+b}}, r_{i}\right)$-space when $n_{o b s}=3, \mu=0.026$, $p_{2}=0.0025, \nu_{1}=2.22$ and $m=0$.
we extract, at each time $t$, the average value

$$
\begin{equation*}
\bar{r}(t)=\frac{1}{3} \sum_{i=1}^{3} r_{i}(t) \tag{24}
\end{equation*}
$$

which we consider to be the right nominal value for the gain of our initial observer. Our motivation for using this nominal value for $r$ emerges from the following conjecture we draw from our analysis: the appropriate value of $\bar{r}$ is in the convex hull of the values that $r$ takes from $\mathcal{A}$. On the other hand, averaging the estimates $\hat{x}_{i, \text {. to get a }}$ better estimate may not be a good idea since there is no guarantee that the $x_{i, \text {,'s }}$ would be in the convex hull of the estimates.

Our initial observer in (5)-(7) can be rewritten in terms of the nominal gain $\bar{r}$ by replacing the original $r$ by the product $r \bar{r}$ and noting that the properties established earlier for the original observer still hold when $\bar{r}$ is constant. Then, we obtain

$$
\begin{align*}
& \dot{\hat{x}}_{1}=\hat{x}_{2}+\nu_{1} \hat{x}_{1}-k_{1} r \bar{r}(\hat{y}-y), \\
& \dot{\hat{x}}_{2}=-k_{2} r^{2} \bar{r}^{2}(\hat{y}-y),  \tag{25}\\
& \dot{r}=p_{1}\left(\left((\hat{y}-y)^{2}-p_{2}\right) r^{1-2 b}+\frac{p_{2}}{r^{4}}\right), \quad \hat{y}=\hat{x}_{1} .
\end{align*}
$$

Then, for the same setting as in the simulations presented in Figure 3 but with measurement noise, i.e., with $n_{\text {obs }}=3, \mu=0.026, p_{2}=0.0025, \nu_{1}=2.22$, and $m$ an independently and identically normally distributed
stochastic process with mean 0.02 and standard deviation 0.015 , the trajectories for $r$ and $\hat{x}_{2}-x_{2}$ obtained with $\bar{r}$ as in (24) are shown in Figure 6 (dark/blue). The simulation for our original observer (25) is also shown (light gray/magenta). We observe that, for the observer in (25), the oscillations are reduced significantly, as is confirmed by the numbers in Table 4.

| method | $\overline{\hat{x}_{1}-x_{1}}$ | std $\hat{x}_{1}-x_{1}$ | $\overline{\hat{x}_{2}-x_{2}}$ | std $\hat{x}_{2}-x_{2}$ |
| :--- | :---: | :---: | :---: | :---: |
| dead-zone | $-2.03 \mathrm{e}-02$ | $4.30 \mathrm{e}-03$ | $1.45 \mathrm{e}-01$ | $1.57 \mathrm{e}-02$ |
| proposed | $-2.03 \mathrm{e}-02$ | $2.93 \mathrm{e}-02$ | $1.45 \mathrm{e}-01$ | $4.59 \mathrm{e}-02$ |
| modified | $-2.02 \mathrm{e}-02$ | $5.40 \mathrm{e}-03$ | $1.45 \mathrm{e}-01$ | $8.61 \mathrm{e}-03$ |

Table 4
Numerical comparison of the dead-zone, proposed, and modified gain adaptation laws with $p_{2}=0.0025$ and $\nu_{1}=2.22$.


Fig. 6. Trajectories of $r$ and $\hat{x}_{2}-x_{2}$ (tails) when $p_{2}=0.0025$, $\nu_{1}=2.22$ and $m=0$.

## 4 Proofs

Theorem 2.2 is about system (3), (5)-(6) with state $\mathfrak{x}=$ $(z, x, \hat{x}, r)$, whose dynamics are compactly written in the form

$$
\begin{equation*}
\dot{\mathfrak{x}}=\mathfrak{f}(\mathfrak{x}, t) \tag{26}
\end{equation*}
$$

For any $C^{1}$ function $\mathfrak{x} \mapsto h(\mathfrak{x})$, its Lie derivative $\mathcal{L}_{\mathfrak{f}} h$ is $\mathcal{L}_{\mathfrak{f}} h=\frac{\partial h}{\partial \mathfrak{x}}(\mathfrak{x}) \mathfrak{f}(\mathfrak{x}, t)$. It is useful to distinguish this derivative with the time derivative denoted by ${ }^{\circ} \cdot{ }^{\circ}$. In particular for a Carathéodory solution $t \mapsto \mathfrak{x}(t)$ to (26), we have $\overparen{h(\mathfrak{x}(t))}=\mathcal{L}_{\mathfrak{f}} h(\mathfrak{x}(t))$, but, in general, only for almost all $t$ in the domain of definition of the solution.

### 4.1 Error dynamics

With the error state vector definition $e=\hat{x}-x$, we obtain

$$
\begin{equation*}
\mathcal{L}_{\mathrm{f}} e=A e+\hat{F}(\hat{x}, t)-F(x, z, t)-K(r) e_{1}+K(r) m . \tag{27}
\end{equation*}
$$

By following [20] for instance, we introduce the following $r$-scaled error coordinates

$$
\begin{equation*}
\varepsilon:=\frac{1}{r^{b-1}} \Lambda(r)^{-1} e \tag{28}
\end{equation*}
$$

or equivalently, for each $i \in\{1,2, \ldots, n\}, \varepsilon_{i}=\frac{e_{i}}{r^{b+i-1}}$. We obtain

$$
\begin{aligned}
& \mathcal{L}_{\mathfrak{f}} \varepsilon_{i}=\frac{\mathcal{L}_{\mathfrak{f}} e_{i}}{r^{b+i-1}}-(b+i-1) \varepsilon_{i} \frac{\mathcal{L}_{\mathfrak{f}} r}{r} \\
& \quad=r \varepsilon_{i+1}-k_{i} r \varepsilon_{1}-\frac{\mathcal{L}_{\mathfrak{f}} r}{r}(b+i-1) \varepsilon_{i} \\
& +\frac{\hat{f}_{i}\left(\hat{x}_{1}, \hat{x}_{2}, \ldots, \hat{x}_{i}, t\right)-f_{i}\left(x_{1}, x_{2}, \ldots, x_{i}, z, t\right)}{r^{b+i-1}}+\frac{k_{i}}{r^{b-1}} m .
\end{aligned}
$$

In compact form, this reads

$$
\begin{equation*}
\frac{\mathcal{L}_{\mathfrak{f}} \varepsilon}{r}=\left(A-\widetilde{K} C-R \frac{\mathcal{L}_{\mathfrak{f}} r}{r^{2}}\right) \varepsilon+\Delta(x, \hat{x}, z, r, t)+\frac{\widetilde{K}}{r^{b}} m, \tag{29}
\end{equation*}
$$

where $C=\left[\begin{array}{llll}1 & 0 & \ldots & 0\end{array}\right]^{\top} \in \mathbb{R}^{n}$ and $\Delta$ is the function defined as

$$
\begin{equation*}
\Delta(x, \hat{x}, z, r, t):=\frac{1}{r^{b}} \Lambda(r)^{-1}(\hat{F}(\hat{x}, t)-F(x, z, t)) . \tag{30}
\end{equation*}
$$

The following bound on $\Delta$ will be used to derive the right-hand sides of the first and third inequality in (2). For a proof, see [22].

Lemma 4.1 Assume Property (*) holds. Then, for each compact set $\mathfrak{C} \subset \mathbb{R}^{m} \times \mathbb{R}^{n}$, and for all $(x, \hat{x}, z, r, t)$ such that $(z, x) \in \mathfrak{C}$, we have

$$
\begin{equation*}
\|\Delta(x, \hat{x}, z, r, t)\|^{2} \leq \frac{2}{r^{2 b}} \sum_{i=1}^{n} \frac{\gamma_{i}^{2}}{r^{2 i}}+\frac{\hat{L}}{r^{2}} \varepsilon^{\top} P \varepsilon, \tag{31}
\end{equation*}
$$

where $\hat{L}$ is given by $\hat{L}=\frac{2}{\lambda_{\min }(P)} \sum_{i=1}^{n} i L_{i}^{2}$.
Along with the $r$-scaled error coordinates $\varepsilon$, we introduce $s$-scaled error coordinates, where $s$ is a positive constant parameter (only for analysis, not part of the observer) which remains to be chosen. More precisely, let

$$
\begin{equation*}
\xi:=\frac{1}{s^{b-1}} \Lambda(s)^{-1} e . \tag{32}
\end{equation*}
$$

Then, its Lie derivative satisfies

$$
\begin{aligned}
\mathcal{L}_{\mathfrak{f}} \xi_{i}= & s \xi_{i+1}-\frac{k_{i}}{s^{b-1}}\left(\frac{r}{s}\right)^{i}(\hat{y}-y) \\
& +\frac{\hat{f}_{i}\left(\hat{x}_{1}, \hat{x}_{2}, \ldots, \hat{x}_{i}, t\right)-f_{i}\left(x_{1}, x_{2}, \ldots, x_{i}, z, t\right)}{s^{b+i-1}},
\end{aligned}
$$

where, by definition, $\hat{y}-y=e_{1}-m$. This can be written compactly as
$\frac{\mathcal{L}_{千} \xi}{s}=(A-\widetilde{K} C) \xi+\Delta(x, \hat{x}, z, s, t)+\frac{\widetilde{K}}{s^{b}} m+\frac{\widetilde{R} \widetilde{K}}{s^{b}}(\hat{y}-y)$,
where we recall the notation

$$
\widetilde{R}(r, s)=\operatorname{diag}\left(1-\left(\frac{r}{s}\right), 1-\left(\frac{r}{s}\right)^{2}, \ldots, 1-\left(\frac{r}{s}\right)^{n}\right) .
$$

Note that we have the following inequality, which we shall use later on:

$$
\begin{equation*}
\|\widetilde{R}(r, s)\| \leq\left\|1-\left(\frac{r}{s}\right)^{n}\right\| \quad \forall s, r>0 \tag{33}
\end{equation*}
$$

Also, by proceeding as in the proof of Lemma 4.1, we have for all $s \geq 1$ and $(x, \hat{x}, z, s, t)$ such that $(z, x) \in \mathfrak{C}$,

$$
\begin{equation*}
\|\Delta(x, \hat{x}, z, s, t)\|^{2} \leq \frac{2}{s^{2 b}} \sum_{i=1}^{n} \frac{\gamma_{i}^{2}}{s^{2 i}}+\frac{\hat{L}}{s^{2}} \xi^{\top} P \xi . \tag{34}
\end{equation*}
$$

### 4.2 Properties of Quadratic Functions of e

With $P=P^{\top}>0$ satisfying (9) and (10), we define

$$
V_{r}(\varepsilon):=\varepsilon^{\top} P \varepsilon, \quad V_{s}(\xi):=\xi^{\top} P \xi
$$

From the definitions of $\varepsilon$ and $\xi$, we get
$V_{r}(\varepsilon) \leq a_{2}(s) V_{s}(\xi) \quad \forall e \in \mathbb{R}^{n}, r \geq 1, b \in(0,1 / 2), s>0$,
where $a_{2}(s)=\max \left\{s^{b}, s^{(b+n-1)}\right\}^{2} \frac{\lambda_{\max }(P)}{\lambda_{\min }(P)}$. We have

$$
\begin{equation*}
\lambda_{\min }(P) \varepsilon_{1}^{2} \leq V_{r}(\varepsilon) \quad \forall \varepsilon \in \mathbb{R}^{n} \tag{36}
\end{equation*}
$$

The following properties of $V_{r}$ and $V_{s}$ are key in establishing our main result.

Lemma 4.2 Assume Property (*) holds. Then, for each compact set $\mathfrak{C} \subset \mathbb{R}^{m} \times \mathbb{R}^{n}$, $V_{r}(\varepsilon)$ satisfies, for all $(x, \hat{x}, z, r)$ such that $(z, x) \in \mathfrak{C}$ and almost all $t$, the following property:

$$
\begin{align*}
\frac{\mathcal{C}_{f} V_{r}}{r} \leq & -\left(d_{0}-\left(\frac{d_{1} p_{1} p_{2}}{r^{1+2 b}}+\frac{c_{0} \hat{L}}{r^{2}}\right)\right) V_{r}(\varepsilon) \\
& +\frac{a_{1}(r)}{r^{2 b}}+\frac{c_{1}}{r^{2 b}} m^{2}, \tag{37}
\end{align*}
$$

where the constants $\gamma$ and $L$ are obtained, for the given compact set $\mathfrak{C}$, from Lemma 4.1.

Proof: We obtain

$$
\begin{aligned}
& \frac{\mathcal{L}_{f} V_{r}}{r}=\varepsilon^{\top}\left(P(A-\widetilde{K} C)+(A-\widetilde{K} C)^{\top} P\right) \varepsilon \\
& +2 \varepsilon^{\top} P \frac{\widetilde{K}}{r^{b}} m-\varepsilon^{\top}\left(P R+R^{\top} P\right) \varepsilon \frac{\mathcal{L}_{f} r}{r^{2}}+2 \varepsilon^{\top} P \Delta(\cdot) .
\end{aligned}
$$

By decomposing $\mathcal{L}_{\mathfrak{f}} r=r_{\text {dot+ }}+r_{\text {dot- }}$, where $r_{\text {dot+ }}=$ $\max \left\{\mathcal{L}_{\mathfrak{f}} r, 0\right\}$ and $r_{\text {dot- }}=\min \left\{\mathcal{L}_{\mathfrak{f}} r, 0\right\}$, using (9) and Lemma 4.1, and completing squares, we get

$$
\begin{aligned}
& \frac{\mathcal{L}_{\mathrm{f}} V_{r}}{r} \leq-2 d_{0} \varepsilon^{\top} P \varepsilon-\frac{b}{2} \frac{r_{d o t+}}{r^{2}} \varepsilon^{\top} P \varepsilon-d_{1} \frac{r_{d o t-}}{r^{2}} \varepsilon^{\top} P \varepsilon \\
&+\frac{d_{0}}{2} \varepsilon^{\top} P \varepsilon+\frac{2 \lambda_{\max }(P)}{d_{0}}\|\Delta(x, \hat{x}, z, r, t)\|^{2}+\frac{d_{0}}{2} \varepsilon^{\top} P \varepsilon \\
&+\frac{2 \lambda_{\max }(P)}{d_{0}}\left\|\frac{\widetilde{K}}{r^{b}} m\right\|^{2} .
\end{aligned}
$$

Combining terms, using (31) and (6) yields (37).
Lemma 4.3 Assume Property (*) holds. For each compact set $\mathfrak{C} \subset \mathbb{R}^{m} \times \mathbb{R}^{n}, V_{s}(\xi)$ satisfies, for all $(x, \hat{x}, z, r)$ such that $(z, x) \in \mathfrak{C}$ and almost all $t$, the following property:

$$
\begin{align*}
\frac{\mathcal{L}_{\mathrm{f}} V_{s}}{s} \leq-\left(d_{0}-\frac{c_{0} \hat{L}}{s^{2}}\right) & V_{s}(\xi)+\frac{a_{1}(s)}{s^{2 b}}+2 \frac{c_{1}}{s^{2 b}} m^{2}+  \tag{38}\\
& 2 \frac{c_{1}}{s^{2 b}}\left(1-\left(\frac{r}{s}\right)^{n}\right)^{2}(\hat{y}-y)^{2}
\end{align*}
$$

where the constants $\gamma$ and $L$ are obtained, for the given compact set $\mathfrak{C}$, from Lemma 4.1.

Proof: We have

$$
\begin{aligned}
\frac{\mathcal{L}_{\mathrm{f}} V_{s}}{s}= & \xi^{\top}\left(P(A-\widetilde{K} C)+(A-\widetilde{K} C)^{\top} P\right) \xi \\
& +2 \xi^{\top} P \Delta(x, \hat{x}, z, s, t)+2 \xi^{\top} P \frac{\widetilde{K}}{s^{b}} m \\
& +2 \xi^{\top} P \frac{\widetilde{R}(r, s) \widetilde{K}}{s^{b}}\left(e_{1}-m\right)
\end{aligned}
$$

Proceeding as in the proof of Lemma 4.2, and using (34), it follows

$$
\begin{aligned}
\frac{\mathcal{L}_{\mathrm{f}} V_{s}}{s} \leq & -\left(d_{0}-\frac{c_{0} \hat{L}}{s^{2}}\right) \xi^{\top} P \xi+\frac{2 c_{0}}{s^{2 b}} \sum_{i=1}^{n} \frac{\gamma_{i}^{2}}{s^{2 i}} \\
& +\frac{2 c_{0}}{s^{2 b}}\|\widetilde{K}\|^{2} m^{2}+\frac{2 c_{0}}{s^{2 b}}\|\widetilde{R}(r, s) \widetilde{K}\|^{2}\left(e_{1}-m\right)^{2}
\end{aligned}
$$

The claim follows using the bound (33).

### 4.3 Proof of Theorem 2.2

Since $\hat{F}$ satisfies the Carathéodory conditions by assumption, we are guaranteed that, to any Carathéodory solution to (3) which is defined and bounded on $[0,+\infty)$, each measurement noise satisfying $\|m\|_{\infty} \leq M_{\infty}$, and each initial condition $(\hat{x}(0), r(0))$, with $r(0) \geq 1$, there corresponds a (maybe nonunique) Carathéodory solution $t \mapsto(z(t), x(t), \hat{x}(t), r(t))$ to (3),(5)-(6) defined on
some right maximal interval $[0, \sigma)$. Our task here is to prove that $\sigma$ is infinite, i.e., the solution is complete, and that the solution is bounded on $[0,+\infty)$ and satisfies (13)-(18).

For each Carathéodory solution $t \mapsto(z(t), x(t))$ to (3) that is defined and bounded on $[0,+\infty)$ there exists a compact set $\mathfrak{C}$ such that $(z(t), x(t)) \in \mathfrak{C}$ for all $t \geq 0$. This is the (solution dependent) compact set to be used in our technical results in Section 4.1 and Section 4.2. It follows that we have $\mathfrak{C}$-dependent functions $\hat{L}$ and $a_{1}$ such that, by combining (37), (6), (38), (35), and (36), we have, for almost all $t$ in $[0, \sigma)$,

$$
\begin{aligned}
& \frac{\dot{V}_{r}(\varepsilon(t))}{r(t)} \leq-\left(d_{0}-\left(\frac{d_{1} p_{1} p_{2}}{r(t)^{1+2 b}}+\frac{c_{0} \hat{L}}{r(t)^{2}}\right)\right) V_{r}(\varepsilon(t)) \\
&+\frac{a_{1}(r(t))}{r(t)^{2 b}}+\frac{c_{1}}{r(t)^{2 b}} m(t)^{2} \\
& \dot{r}(t)= p_{1}\left(\left((\hat{y}(t)-y(t))^{2}-p_{2}\right) r(t)^{1-2 b}+\frac{p_{2}}{r(t)^{2 n}}\right) \\
& \frac{\dot{V}_{s}(\xi(t))}{s} \leq-\left(d_{0}-\frac{c_{0} \hat{L}}{s^{2}}\right) V_{s}(\xi(t))+\frac{a_{1}(s)}{s^{2 b}} \\
&+2 \frac{c_{1}}{s^{2 b}} m(t)^{2}+2 \frac{c_{1}}{s^{2 b}}\left(1-\left(\frac{r(t)}{s}\right)^{n}\right)^{2}(\hat{y}(t)-y(t))^{2}
\end{aligned}
$$

and, for all $t$ in $[0, \sigma)$,

$$
\begin{equation*}
\frac{\lambda_{\min }(P)}{r^{2 b}}\left(x_{1}(t)-\hat{x}_{1}(t)\right)^{2} \leq V_{r}(\varepsilon(t)) \leq a_{2}(s) V_{s}(\xi(t)) \tag{39}
\end{equation*}
$$

Using the constant bound on $m$, these inequalities correspond to a particular case of those in (2). They capture the main feature of the dynamic interconnection between the plant (1) and the proposed observer. We have sketched in the introduction how they can be exploited to prove Theorem 2.2. We proceed in four steps, which are presented in the next sections.

### 4.3.1 No finite escape time in $\varepsilon$ and $r$

Let $k \geq 0$ to be fixed later. Using (37) and (6), we have, for almost all $t$ in $[0, \sigma)$,

$$
\left.\begin{array}{rl}
\overparen{k V_{r}(\varepsilon(t))+} & r(t)
\end{array}\right)-k\left(d_{0} r(t)-\left(\frac{d_{1} p_{1} p_{2}}{r(t)^{2 b}}+\frac{c_{0} \hat{L}}{r(t)}\right)\right) V_{r} .
$$

Then, with (36),

$$
\begin{aligned}
& p_{1}(\hat{y}(t)-y(t))^{2} r(t)^{1-2 b} \leq \\
& \frac{2 p_{1} r(t)}{\lambda_{\min }(P)} V_{r}(\varepsilon(t))+2 p_{1} m(t)^{2} r(t)^{1-2 b} .
\end{aligned}
$$

Since the $L^{\infty}$ norm of $m$ is bounded by $M_{\infty}$, the function $r \mapsto r^{1-2 b} a_{1}(r)$ is nonincreasing, and $r(t) \geq 1$ for all $t$ in $[0, \sigma)$, by picking $k \geq \frac{2 p_{1}}{d_{0} \lambda_{\min }(P)}$, we obtain for almost all $t$ in $[0, \sigma)$

$$
\begin{aligned}
& \overparen{k V_{r}(\varepsilon(t))+r(t)} \leq k\left(d_{1} p_{1} p_{2}+c_{0} \hat{L}\right) V_{r}(\varepsilon(t))+p_{1} p_{2} \\
& +r(t)^{1-2 b}\left(k c_{1}\|m\|_{\infty}^{2}+2\|m\|_{\infty}^{2} p_{1}-p_{1} p_{2}\right)+k a_{1}(1) \\
& \leq \max \left\{\left(d_{1} p_{1} p_{2}+c_{0} \hat{L}\right),\left(k c_{1}+2 p_{1}\right)\|m\|_{\infty}^{2}-p_{1} p_{2}\right\} \times \\
& \left(k V_{r}(\varepsilon(t))+r(t)\right)+k a_{1}(1)+p_{1} p_{2} .
\end{aligned}
$$

This establishes that $V_{r}(\varepsilon(t))$ and $r(t)$ cannot grow faster than exponentially. Since the solution $t \mapsto(x(t), z(t))$ is known to be defined on $[0,+\infty)$, with the definition of $\varepsilon$, we conclude by contradiction that the solution $t \mapsto(x(t), z(t), \hat{x}(t), r(t))$ of the system (3),(5)-(6) is also complete, i.e., $\sigma$ is infinite.

### 4.3.2 Boundedness of $\varepsilon$

To prove boundedness of $\varepsilon$, we select $s$ large enough. Since for $s \geq 1$, we have

$$
\begin{equation*}
\left\|1-\left(\frac{r}{s}\right)^{n}\right\| \leq r^{n} \tag{41}
\end{equation*}
$$

by multiplying both sides of (6) by $\frac{c_{1}}{p_{1} s^{2 b}} r^{2 n}$ and solving for the term with factor $(\hat{y}-y)^{2}$, we get that

$$
\begin{aligned}
2 \frac{c_{1}}{s^{2 b}} \| 1- & \left(\frac{r}{s}\right)^{n} \|^{2}(\hat{y}-y)^{2} \leq 2 \frac{c_{1}}{s^{2 b}} r^{2 n} r^{1-2 b}(\hat{y}-y)^{2} \\
& =2 \frac{c_{1}}{p_{1} s^{2 b}} r^{2 n} \mathcal{L}_{\mathfrak{f}} r+2 \frac{c_{1} p_{2}}{s^{2 b}} r^{2 n} r^{1-2 b}-2 \frac{c_{1} p_{2}}{s^{2 b}} .
\end{aligned}
$$

With (38), this leads to, for almost all $t \geq 0$,

$$
\begin{aligned}
& \overparen{\left(\overparen{V_{s}(\xi(t))}\right.} \frac{s}{s}-\frac{c_{1}}{p_{1} s^{2 b}} \frac{2}{2 n+1} r(t)^{2 n+1} \leq \\
& -s\left(d_{0}-\frac{c_{0} \hat{L}}{s^{2}}\right)\left(\frac{V_{s}(\xi(t))}{s}-\frac{c_{1}}{p_{1} s^{2 b}} \frac{2}{2 n+1} r(t)^{2 n+1}\right)+ \\
& \frac{a_{1}(s)}{s^{2 b}}+\frac{2 c_{1} p_{2}}{s^{2 b}} r(t)^{2 n} r^{1-2 b}-\frac{2 c_{1} p_{2}}{s^{2 b}}+\frac{2 c_{1}}{s^{2 b}} m(t)^{2}- \\
& s\left(d_{0}-\frac{c_{0} \hat{L}}{s^{2}}\right) \frac{c_{1}}{p_{1} s^{2 b}} \frac{2}{2 n+1} r(t)^{2 n+1}
\end{aligned}
$$

Now observe that $\frac{p_{1} p_{2}(2 n+1)}{d_{0}}+\sqrt{\frac{c_{0} \hat{L}}{d_{0}}}$ is the largest solution of

$$
\begin{equation*}
s^{2} d_{0}-s p_{1} p_{2}(2 n+1)-c_{0} \hat{L}=0 \tag{43}
\end{equation*}
$$

It follows that picking $s>\max \left\{\frac{p_{1} p_{2}(2 n+1)}{d_{0}}+\sqrt{\frac{c_{0} \hat{L}}{d_{0}}}, 1\right\}$ implies that

$$
\frac{c_{1} p_{2}}{s^{2 b}} r^{2 n+1}\left(\frac{1}{r^{2 b}}-\left(d_{0}-\frac{c_{0} \hat{L}}{s^{2}}\right) \frac{s}{p_{1} p_{2}(2 n+1)}\right) \leq 0
$$

40) Then, inequality (42) becomes, for almost all $t \geq 0$,

$$
\begin{align*}
& \overparen{\frac{V_{s}(\xi(t))}{s}-\frac{c_{1}}{p_{1} s^{2 b}} \frac{2}{2 n+1} r(t)^{2 n+1}} \leq \\
& -s\left(d_{0}-\frac{c_{0} \hat{L}}{s^{2}}\right)\left(\frac{V_{s}(\xi(t))}{s}-\frac{c_{1}}{p_{1} s^{2 b}} \frac{2}{2 n+1} r(t)^{2 n+1}\right)+ \\
& \frac{a_{1}(s)}{s^{2 b}}-\frac{2 c_{1} p_{2}}{s^{2 b}}+\frac{2 c_{1}}{s^{2 b}} m(t)^{2} . \tag{44}
\end{align*}
$$

We define $\rho:=\frac{2}{2 n+1} r^{2 n+1}, \alpha_{\circ}(s)=\frac{2}{2 n+1} s^{\frac{2 n+1}{1+2 b}}$, and

$$
\begin{equation*}
a_{3}(s):=-\frac{a_{1}(s)}{s^{2 b}}+\frac{2 c_{1} p_{2}}{s^{2 b}} \tag{45}
\end{equation*}
$$

Since $a_{1}(s)$ goes to zero as $s$ goes to infinity there exists $\bar{s}$ satisfying $2 c_{1} p_{2} \geq a_{1}(\bar{s})$. Since $a_{1}$ is also monotonic, we get $a_{3}(s)>0$ for all $s>\bar{s}$. Note also that we have $\rho=\alpha_{\circ}\left(r^{1+2 b}\right)$.

By solving the differential inequality (44), we get for all $t \geq 0$,

$$
\begin{gather*}
\frac{V_{s}(\xi(t))}{s} \leq \frac{c_{1}}{p_{1} s^{2 b}} \rho(t)+\exp \left(-s\left(d_{0}-\frac{c_{0} \hat{L}}{s^{2}}\right) t\right) \\
\left(\frac{V_{s}(\xi(0))}{s}-\frac{c_{1}}{p_{1} s^{2 b}} \rho(0)-\frac{\frac{2 c_{1}}{s^{2 b}}\|m\|_{\infty}^{2}-a_{3}(s)}{s\left(d_{0}-\frac{c_{0} \hat{L}}{s^{2}}\right)}\right) \\
+\frac{\frac{2 c_{1}}{s^{2 b}}\|m\|_{\infty}^{2}-a_{3}(s)}{s\left(d_{0}-\frac{c_{0} \hat{L}}{s^{2}}\right)} \tag{46}
\end{gather*}
$$

By choosing

$$
\begin{equation*}
s>\max \left\{\frac{p_{1} p_{2}(2 n+1)}{d_{0}}+\sqrt{\frac{c_{0} \hat{L}}{d_{0}}}, \bar{s}, 1\right\} \tag{47}
\end{equation*}
$$

we get the existence of $\sigma_{1}>0$, solution dependent, such that for all $t \geq \sigma_{1}$, we have that

$$
\begin{gathered}
\left(\frac{V_{s}(\xi(0))}{s}-\frac{c_{1}}{p_{1} s^{2 b}} \rho(0)-\frac{\frac{2 c_{1}}{s^{2 b}}\|m\|_{\infty}^{2}-a_{3}(s)}{s\left(d_{0}-\frac{c_{0} \hat{L}}{s^{2}}\right)}\right) \times \\
\exp \left(-s\left(d_{0}-\frac{c_{0} \hat{L}}{s^{2}}\right) t\right) \leq \frac{1}{2} \frac{a_{3}(s)}{s\left(d_{0}-\frac{c_{0} \hat{L}}{s^{2}}\right)} .
\end{gathered}
$$

Then, inequality (46) becomes

$$
\frac{V_{s}(\xi(t))}{s} \leq \frac{c_{1}}{p_{1} s^{2 b}} \rho(t)+\frac{\frac{2 c_{1}}{s^{2 b}}\|m\|_{\infty}^{2}-\frac{a_{3}(s)}{2}}{s\left(d_{0}-\frac{c_{0} \hat{L}}{s^{2}}\right)} \quad \forall t \geq \sigma_{1}
$$

This implies, for all $t \geq \sigma_{1}$,

$$
\rho(t) \geq\left(\frac{V_{s}(\xi(t))}{s}-\frac{\frac{2 c_{1}}{s^{2 b}}\|m\|_{\infty}^{2}-\frac{a_{3}(s)}{2}}{s\left(d_{0}-\frac{c_{0} \hat{L}}{s^{2}}\right)}\right) \frac{p_{1} s^{2 b}}{c_{1}}
$$

and therefore, with the definition of $\alpha_{\circ}$, and (39)

$$
\begin{aligned}
\alpha_{\circ}\left(r(t)^{1+2 b}\right) & \geq\left(\frac{V_{s}(\xi(t))}{s}-\frac{\frac{2 c_{1}}{s^{2} b}\|m\|_{\infty}^{2}-\frac{a_{3}(s)}{2}}{s\left(d_{0}-\frac{c_{0} \hat{L}}{s^{2}}\right)}\right) \frac{p_{1} s^{2 b}}{c_{1}} \\
& \geq\left(\frac{V_{r}(\varepsilon(t))}{s a_{2}(s)}-\frac{\frac{2 c_{1}}{s^{2} b}\|m\|_{\infty}^{2}-\frac{a_{3}(s)}{2}}{s\left(d_{0}-\frac{c_{0} \hat{L}}{s^{2}}\right)}\right) \frac{p_{1} s^{2 b}}{c_{1}}
\end{aligned}
$$

Since $b \in\left(0, \frac{1}{2}\right)$ and $r(t) \geq 1$, for all $t \geq 0$, we have that

$$
\frac{d_{1} p_{1} p_{2}}{r(t)^{1+2 b}}+\frac{c_{0} \hat{L}}{r^{2}} \leq\left(d_{1} p_{1} p_{2}+c_{0} \hat{L}\right) \frac{1}{r(t)^{1+2 b}} \quad \forall t \geq 0
$$

Then, using Lemma 4.2 and (35), we obtain, for almost all $t \geq \sigma_{1}$,

$$
\begin{aligned}
\frac{1}{r(t)} \overparen{V_{r}(\varepsilon(t))} \leq & -d_{0} V_{r}(\varepsilon(t))+\frac{\left(d_{1} p_{1} p_{2}+c_{0} \hat{L}\right)}{r(t)^{1+2 b}} V_{r}(\varepsilon(t)) \\
& +\frac{a_{1}(r(t))}{r(t)^{2 b}}+\frac{c_{1}}{r(t)^{2 b}}\|m\|_{\infty}^{2} \\
\leq & -d_{0} V_{r}(\varepsilon(t))+\frac{\left(d_{1} p_{1} p_{2}+c_{0} \hat{L}\right) V_{r}(\varepsilon(t))}{r(t)^{1+2 b}} \\
& +a_{1}(1)+c_{1}\|m\|_{\infty}^{2} .
\end{aligned}
$$

Now, for $s>\max \left\{\frac{p_{1} p_{2}(2 n+1)}{d_{0}}+\sqrt{\frac{c_{0} \hat{L}}{d_{0}}}, \bar{s}, 1\right\}$, let $v_{0}$ be defined as
$\max \left\{s a_{2}(s) \frac{\frac{2 c_{1}}{s^{2} b}\|m\|_{\infty}^{2}-\frac{a_{3}(s)}{2}}{s\left(d_{0}-\frac{c_{0} \hat{L}}{s^{2}}\right)}+\left(\frac{c_{1}}{p_{1} s^{2 b}} s a_{2}(s) \frac{2}{2 n+1}\right) \times\right.$
$\left.\left(2 \frac{\left(d_{1} p_{1} p_{2}+c_{0} \hat{L}\right)}{d_{0}}\right)^{\frac{2 n+1}{1+2 b}}, 2 \frac{a_{1}(1)+c_{1}\|m\|_{\infty}^{2}}{d_{0}}\right\}$. It can be verified that we have

$$
\begin{aligned}
& \left(\frac{v_{0}(s)}{s a_{2}(s)}-\frac{\frac{2 c_{1}}{s^{2} b}\|m\|_{\infty}^{2}-\frac{a_{3}(s)}{2}}{s\left(d_{0}-\frac{c_{0} \hat{L}}{s^{2}}\right)}\right) \frac{p_{1} s^{2 b}}{c_{1}} \\
& \\
& \quad-\alpha_{\circ}\left(\frac{\left(d_{1} p_{1} p_{2}+c_{0} \hat{L}\right) v_{0}(s)}{d_{0} v_{0}(s)-a_{1}(1)-c_{1}\|m\|_{\infty}^{2}}\right) \geq 0
\end{aligned}
$$

and since the left-hand side defines a strictly increasing function of $v_{0}$, the same holds for any $v \geq v_{0}(s)$. This implies $\dot{V}_{r}(\varepsilon(t))<0$ for all $t \geq \sigma_{1}$ such that $V_{r}(\varepsilon(t))>v_{0}(s)$ and therefore there exists a continuous function $\eta_{1}$ with nonnegative values such that $\eta_{1}(t)$ goes to 0 as $t$ tends to $\infty$ and

$$
\begin{equation*}
V_{r}(\varepsilon(t)) \leq v_{0}(s)+\eta_{1}(t) \quad \forall t \geq 0 \tag{49}
\end{equation*}
$$

Boundedness of $\varepsilon(t)$ follows readily.

### 4.3.3 Boundedness of $r$

To show boundedness of $t \mapsto r(t)$, recall that (40) reads

$$
\begin{gather*}
\overparen{k V_{r}(\varepsilon(t))+r(t)} \leq \quad k\left(d_{1} p_{1} p_{2}+c_{0} \hat{L}\right) V_{r}(\varepsilon(t))+ \\
r(t)^{1-2 b}\left(\left(k c_{1}+2 p_{1}\right)\|m\|_{\infty}^{2}-p_{1} p_{2}\right)+k a_{1}(1)+p_{1} p_{2} \tag{50}
\end{gather*}
$$

for almost all $t \geq 0$. Knowing that we have $\|m\|_{\infty} \leq$ $M_{\infty}$, with $k=\frac{2}{d_{0} \lambda_{\text {min }}(P)} p_{1}$, we choose $p_{1}, p_{2}>0$ in the gain adaptation law (6) to satisfy
$M_{\infty}^{2} \leq \frac{p_{1} p_{2}}{2\left(k c_{1}+2 p_{1}\right)}=\frac{1}{4} \frac{1}{\frac{c_{1}}{d_{0} \lambda_{\min }(P)}+1} p_{2}$.
Then, using the inequality

$$
\left(r_{1}+r_{2}\right)^{1-2 b} \leq r_{1}^{1-2 b}+r_{2}^{1-2 b} \quad \forall r_{1}, r_{2} \geq 0
$$

with $r_{1}=k V_{r}(\varepsilon)$ and $r_{2}=r$, from (50), we get, for almost all $t \geq 0$,

$$
\begin{align*}
& \overparen{k V_{r}(\varepsilon(t))+r(t)} \leq-\frac{p_{1} p_{2}}{2}\left(k V_{r}(\varepsilon(t))+r(t)\right)^{1-2 b} \\
& +\frac{p_{1} p_{2}}{2}\left(k V_{r}(\varepsilon(t))\right)^{1-2 b}+\left(d_{1} p_{1} p_{2}+c_{0} \hat{L}\right) k V_{r}(\varepsilon(t))+ \\
& k a_{1}(1)+p_{1} p_{2} . \quad(52) \tag{52}
\end{align*}
$$

Since $t \mapsto k V_{r}(\varepsilon(t))$ is bounded, this inequality implies the same holds for $t \mapsto k V_{r}(\varepsilon(t))+r(t)$ and $t \mapsto r(t)$.

This completes our proof of boundedness of the solution $t \mapsto(z(t), x(t), \hat{x}(t), r(t))$. Indeed, we know by assumption that $t \mapsto(z(t), x(t))$ is bounded. We have established that $t \mapsto(\varepsilon(t), r(t))$ is bounded. With the definition (28) of $\varepsilon$ and $e$, we have proved the claim.

### 4.3.4 Results in the mean

Solving for $\left(e_{1}(t)-m(t)\right)^{2}$, or equivalently, for $(\hat{y}(t)-$ $y(t))^{2}$ in (6), we get, for almost all $t \geq 0$,

$$
(\hat{y}(t)-y(t))^{2}=\frac{\dot{r}(t)}{r(t)^{1-2 b} p_{1}}-\frac{p_{2}}{r(t)^{2 n+1-2 b}}+p_{2}
$$

It follows that

$$
(\hat{y}(t)-y(t))^{2} \leq p_{2}+\frac{\dot{r}(t)}{r(t)^{1-2 b} p_{1}}=p_{2}+\frac{\overbrace{r(t)^{2 b}}}{2 b p_{1}}
$$

and, hence, for all $t \geq 0$ and $T>0$,

$$
\begin{equation*}
\frac{1}{T} \int_{t}^{t+T}(\hat{y}(\tau)-y(\tau))^{2} d \tau \leq p_{2}+\frac{1}{T} \frac{\sup _{\tau \geq t} r(\tau)^{2 b}}{2 b p_{1}} \tag{53}
\end{equation*}
$$

Inequality (13) follows from the boundedness along the solutions of $r^{2 b}$ established in Section 4.3.3.

Solving (38) between $t$ and $t+\tau$ with

$$
\begin{equation*}
s>\max \left\{\sqrt{\frac{c_{0} \hat{L}}{d_{0}}}, 1\right\} \tag{54}
\end{equation*}
$$

gives

$$
\begin{aligned}
& V_{s}(\xi(t+\tau)) \leq \exp \left(-s\left(d_{0}-\frac{c_{0} \hat{L}}{s^{2}}\right) \tau\right) V_{s}(\xi(t)) \\
& +s \int_{0}^{\tau} \exp \left(-s\left(d_{0}-\frac{c_{0} \hat{L}}{s^{2}}\right)(\tau-\sigma)\right) \times \\
& \left(\frac{a_{1}(s)}{s^{2 b}}+2 \frac{c_{1}}{s^{2 b}}\|m\|_{\infty}^{2}+2 \frac{c_{1}}{s^{2 b}}\left\|1-\left(\frac{\sup _{u \geq t+\sigma} r(u)}{s}\right)^{n}\right\|^{2}\right. \\
& \left.\quad(\hat{y}(t+\sigma)-y(t+\sigma))^{2}\right) d \sigma
\end{aligned}
$$

Then, integrating between $t$ and $t+T$, using the definition $\overline{V_{s}}(t)=\frac{1}{T} \int_{t}^{t+T} V_{s}(\xi(\tau)) d \tau,(53),(41)$, and the fact that $r(t) \geq 1$ for all $t$, we obtain

$$
\begin{aligned}
& \frac{\lambda_{\min }(P)}{T} \int_{t}^{t+T} \xi(\tau)^{\top} \xi(\tau) d \tau \leq \overline{V_{s}}(t) \leq \frac{V_{s}(\xi(t))}{s\left(d_{0}-\frac{c_{0} \hat{L}}{s^{2}}\right) T} \\
& \quad+\frac{\left(\frac{a_{1}(s)}{s^{2 b}}+2 \frac{c_{1}}{s^{2 b}}\|m\|_{\infty}^{2}+2 \frac{c_{1}}{s^{2 b}} \sup _{\tau \geq t} r(\tau)^{2 n}\left(\star_{1}\right)\right)}{\left(d_{0}-\frac{c_{0} \hat{L}}{s^{2}}\right)}
\end{aligned}
$$

where $\left(\star_{1}\right)=p_{2}+\frac{1}{T} \frac{\sup _{\tau>t} r(\tau)^{2 b}}{2 b p_{1}}$. Then, with (32), we get

$$
\begin{align*}
& \frac{1}{T} \int_{t}^{t+T} e_{i}(\tau)^{2} d \tau \leq \frac{s^{2(b+i-1)} V_{s}(\xi(t))}{\lambda_{\min }(P) s\left(d_{0}-\frac{c_{0} \hat{L}}{s^{2}}\right) T}+ \\
& \frac{s^{2 i}\left(a_{1}(s)+2 c_{1}\|m\|_{\infty}^{2}+2 c_{1} \sup _{\tau \geq t} r(\tau)^{2 n}\left(\star_{1}\right)\right)}{\lambda_{\min }(P)\left(d_{0} s^{2}-c_{0} \hat{L}\right)} \tag{55}
\end{align*}
$$

To go further, we need an estimation of $\sup _{\tau \geq t} r(\tau)$. From (52), we get, with $k=\frac{2}{d_{0} \lambda_{\min }(P)} p_{1}$,

$$
\begin{align*}
& \sup _{\tau \geq t} r(\tau)^{1-2 b} \leq \sup _{\tau \geq t}\left(k V_{r}(\varepsilon(\tau))+r(\tau)\right)^{1-2 b} \\
& \leq \sup _{\tau \geq t}\left(k V_{r}(\varepsilon(\tau))\right)^{1-2 b}+2+\eta_{2}(t)  \tag{56}\\
&\left(2 d_{1}+\frac{2 c_{0} \hat{L}}{p_{1} p_{2}}\right) \sup _{\tau \geq t} k V_{r}(\varepsilon(\tau))+\frac{1}{p_{2}} \frac{4}{d_{0} \lambda_{\min }(P)} a_{1}(1)
\end{align*}
$$

where $\eta_{2}(t)$ tends to 0 as $t$ goes to infinity.

Similarly, from (49), when

$$
\begin{aligned}
& s>\max \left\{\frac{p_{1} p_{2}(2 n+1)}{d_{0}}+\sqrt{\frac{c_{0} \hat{L}}{d_{0}}}, \bar{s}, 1\right\}, \text { we get } \\
& \sup _{\tau \geq t} k V_{r}(\varepsilon(\tau)) \leq \frac{2}{d_{0} \lambda_{\min }(P)} p_{1} v_{0}(s)+k \eta_{1}(t) \\
& \leq \max \left\{\frac{2 p_{1} a_{2}(s)\left(\frac{2 c_{1}}{s^{2 b}}\|m\|_{\infty}^{2}-\frac{a_{3}(s)}{2}\right)}{d_{0} \lambda_{\min }(P)\left(d_{0}-\frac{c_{0} \hat{L}}{s^{2}}\right)}\right. \\
& +\left(\frac{4 c_{1} s^{1-2 b} a_{2}(s)}{d_{0} \lambda_{\min }(P)(2 n+1)}\right)\left(2 \frac{\left(d_{1} p_{1} p_{2}+c_{0} \hat{L}\right)}{d_{0}}\right)^{\frac{2 n+1}{1+2 b}}, \\
& \left.2 k \frac{a_{1}(1)+c_{1}\|m\|_{\infty}^{2}}{d_{0}}\right\}+k \eta_{1}(t) .
\end{aligned}
$$

Using the definition of $a_{3}(s)$ in (45) and replacing $k=\frac{2}{d_{0} \lambda_{\text {min }}(P)} p_{1}$, we obtain
$\sup _{\tau \geq t} k V_{r}(\varepsilon(\tau)) \leq \max \left\{p_{1} \frac{4 a_{2}(s) c_{1}\|m\|_{\infty}^{2}+a_{2}(s) a_{1}(s)}{s^{2 b} d_{0} \lambda_{\min }(P)\left(d_{0}-\frac{c_{0} \hat{L}}{s^{2}}\right)}\right.$
$-p_{1} p_{2}\left(\frac{2 a_{2}(s) c_{1}}{s^{2 b} d_{0} \lambda_{\min }(P)\left(d_{0}-\frac{c_{0} \tilde{L}}{s^{2}}\right)}\right)$
$+\left(\frac{4 c_{1} s^{1-2 b} a_{2}(s)}{d_{0} \lambda_{\min }(P)(2 n+1)}\right)\left(2 \frac{\left(d_{1} p_{1} p_{2}+c_{0} \hat{L}\right)}{d_{0}}\right)^{\frac{2 n+1}{1+2 b}}$,
$\left.4 p_{1} \frac{a_{1}(1)+c_{1}\|m\|_{\infty}^{2}}{d_{0}^{2} \lambda_{\min }(P)}\right\}+k \eta_{1}(t)$.
With the definitions of $B_{1}$ and $B_{2}$ in Section 2, we
obtain from (55) and (56)

$$
\begin{array}{r}
\limsup _{T \rightarrow+\infty} \limsup _{t \rightarrow+\infty} \frac{1}{T} \int_{t}^{t+T} e_{i}(\tau)^{2} d \tau \leq \frac{s^{2 i}\left(a_{1}(s)+2 c_{1}\|m\|_{\infty}^{2}\right)}{\lambda_{\min }(P)\left(d_{0} s^{2}-c_{0} \hat{L}\right)} \\
+\frac{2 c_{1}\left(B_{1}\left(s, p_{1}, p_{2}\right)+\frac{1}{\left.p_{2} B_{2}\right)^{\frac{2 n}{1-2 b}}}\right.}{s^{2(n-i)} \lambda_{\min }(P)\left(d_{0} s^{2}-c_{0} \hat{L}\right)} p_{2}
\end{array}
$$

Then, combining $s \geq 1$, (47), (51), and (54) the claim holds for

$$
\begin{align*}
& s>s^{*}:=\max \left\{\frac{p_{1} p_{2}(2 n+1)}{d_{0}}+\sqrt{\frac{c_{0} \hat{L}}{d_{0}}}, \bar{s}, 1\right\}  \tag{57}\\
& p_{2} \geq 4 M_{\infty}^{2}\left(1+\frac{c_{1}}{d_{0} \lambda_{\min }(P)}\right) .
\end{align*}
$$

To establish Corollary 2.5, note that when $a_{1}(s) \equiv 0$, we have that $B_{2}=0$ and from (57) that

$$
\begin{align*}
\limsup _{T \rightarrow+\infty} \limsup _{t \rightarrow+\infty} \frac{1}{T} & \int_{t}^{t+T} e_{i}(\tau)^{2} d \tau \leq \frac{2 s^{2 i} c_{1}\|m\|_{\infty}^{2}}{\lambda_{\min }(P)\left(d_{0} s^{2}-c_{0} \hat{L}\right)} \\
& +\frac{2 c_{1} B_{1}\left(s, p_{1}, p_{2}\right)^{\frac{2 n}{1-2 b}}}{s^{2(n-i)} \lambda_{\min }(P)\left(d_{0} s^{2}-c_{0} \hat{L}\right)} p_{2} . \tag{58}
\end{align*}
$$

The claim follows by taking $p_{2}$ equal to its lower bound in (57).

Since for $\gamma=0$ and $m \equiv 0$ the first term of (58) vanishes, $\widetilde{B}_{1}$ and $B_{1}$ can be written as functions of $p_{1} p_{2}$ with $\widetilde{B}_{1}$
$\widetilde{B}_{1}\left(s, p_{1} p_{2}\right)=\frac{4 c_{1} s^{1-2 b} a_{2}(s)}{d_{0} \lambda_{\min }(P)(2 n+1)}\left(2 \frac{\left(d_{1} p_{1} p_{2}+c_{0} \hat{L}\right)}{d_{0}}\right)$
and the definition of $B_{1}$. Since, in this case, $p_{2}$ is only constrained to be positive, Corollary 2.7 readily follows.

### 4.4 On the case when $L$ is known

As indicated in Remark 2.4, the first term of (58) is the bound that one would obtain when the constant vector $L$ is known. In fact, in such a case, the analysis parameter $s$ is not needed and $r$ can be chosen to be a constant such that

$$
d_{0} r^{2}-c_{0} \hat{L}>0
$$

in which case, from (37), we have, for almost all $t$

$$
\begin{aligned}
\frac{\dot{V}_{r}(\varepsilon(t))}{r} \leq & -\left(d_{0}-\left(\frac{d_{1} p_{1} p_{2}}{r^{1+2 b}}+\frac{c_{0} \hat{L}}{r^{2}}\right)\right) V_{r}(\varepsilon(t)) \\
& +\frac{a_{1}(r(t))}{r^{2 b}}+\frac{c_{1}}{r^{2 b}} m(t)^{2}
\end{aligned}
$$

Then, proceeding as to obtain (58), $\forall i \in\{1,2, \ldots, n\}$
$\limsup _{T \rightarrow+\infty} \limsup _{t \rightarrow+\infty} \frac{1}{T} \int_{t}^{t+T} e_{i}(\tau)^{2} d \tau \leq \frac{r^{2 i}\left(a_{1}(r)+2 c_{1}\|m\|_{\infty}^{2}\right)}{\lambda_{\min }(P)\left(d_{0} r^{2}-c_{0} \hat{L}\right)}$.

## 5 Conclusion

We have shown that it is possible to design an observer to reconstruct bounded solutions of a system. We provide bounds on the mean of the error signals that can be employed to analyze performance of the observer. The main feature of the high-gain observer proposed is the on-line updated gain, which is not necessarily monotonic along solutions. This allows us, in particular, to cope with measurement noise. Even though we establish that the performance in the mean can be upper bounded as a function of the observer and analysis parameters, the price to be paid is likely a highly oscillatory behavior of the estimates. This is expected from the analysis of a closely related system studied in [18]. To improve the behavior, we have presented an adaptive procedure based on space averaging technique and involving several copies of the observer.
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[^0]:    ${ }^{1}$ The time dependence allows the presence of inputs.

[^1]:    ${ }^{2}$ A solution is complete if its domain of definition is $[0,+\infty)$
    ${ }^{3}$ A function $f: \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}^{n}$ satisfies the Carathéodory conditions if: $x \mapsto f(x, t)$ is continuous uniformly in $t ; t \mapsto$ $f(x, t)$ is measurable uniformly in $x$; for each compact set $A=\mathcal{X} \times[a, b] \subset \mathbb{R}^{n} \times \mathbb{R}$, there exists a function $m_{A}:[a, b] \rightarrow$ $\mathbb{R}_{\geq 0}$, Lebesgue integrable on $[a, b]$, such that $\|f(x, t)\| \leq$ $m_{A}(t)$ for all $(x, t) \in A$.

[^2]:    ${ }^{4}$ But we are facing the extra problem of not knowing the "manifold" where the points evolve.

