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Convergence of Nonlinear Observers onRn with
a Riemannian Metric (Part I)

Ricardo G. Sanfelice and Laurent Praly

Abstract—We study how convergence of an observer whose
state lives in a copy of the given system’s space can be established
using a Riemannian metric. We show that the existence of an
observer guaranteeing the property that a Riemannian distance
between system and observer solutions is nonincreasing implies
that the Lie derivative of the Riemannian metric along the system
vector field is conditionally negative. Moreover, we establish that
the existence of this metric is related to the observabilityof
the system’s linearization along its solutions. Moreover,if the
observer has an infinite gain margin then the level sets of the
output function are geodesically convex. Conversely, we establish
that, if a complete Riemannian metric has a Lie derivative along
the system vector field that is conditionally negative and issuch
that the output function has a monotonicity property, then there
exists an observer with an infinite gain margin.

I. I NTRODUCTION

For a nonlinear system of the form

ẋ = f(x) , y = h(x) (1)

with x ∈ R
n being the system’s state andy ∈ R

m the
measured system’s output, we study the problem of obtaining
an estimatêx of the statex by means of the dynamical system,
calledobserver,

χ̇ = F (χ, y) , x̂ = H(χ, y) (2)

with χ ∈ R
p being the observer’s state and̂x ∈ R

n the
observer’s output, used as the system’s state estimate. We focus
on the case where the stateχ of the observer evolves in a copy
of the space of the system’s statex, i.e., they both belong to
R

n, with, moreover, an output functionH such thatx̂ = χ.
We consider the following observer design problem:

(⋆) Given functionsf andh, design a functionF such that
for the system

ẋ = f(x) , ˙̂x = F (x̂, h(x)), (3)

the zero estimation error set

A = {(x, x̂) ∈ R
n × R

n : x = x̂} (4)

is globally asymptotically stable (see the text below (8)).

Many contributions from different viewpoints have been
made to address problem (⋆). While a summary of the very
rich literature on the topic is out of the scope of this paper,it
is important to point out the interest of exploiting a possible
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contraction property of the flow generated by the observer.
Study of contracting flows has a very long history and has
been proposed independently by several authors; see, e.g.,
[17], [9], [7], [19], [18] (see [13] for a historical discussion).
In the context of observers, Riemannian metrics have been
used in [1], [3], [4], for instance, with the objective of
guaranteeing that the Riemannian distance between the system
and observer solutions decreases to zero. In these papers,
the authors consider systems whose dynamics follow from a
principle of least action involving a Riemannian metric, such
as Lagrangian systems with a Lagrangian that is quadratic
in the generalized velocities. The observer design therein
exploits some properties of this metric and local convergence
is established via some ad-hoc modification of this metric or
choice of coordinates.

This paper advocates that, since the observability of the
system linearized along each of its solutions may vary sig-
nificantly from one solution to another, the native Euclidean
geometry of the state space may not be appropriate to study
convergence properties of an observer. Instead of insisting in
using a Riemannian metric associated to the system’s dynam-
ics, we propose to study Riemannian metrics incorporating
information on the system’s dynamics and observability. In
Section II-B, we show that if for a given Riemannian metric
an observer whose stateχ lives in a copy of the given
system’s state space and makes the Riemannian distance along
system and observer solutions nonincreasing then, necessarily,
the Lie derivative of the metric along the system solutions
satisfies an inequality involving the output function. Section
II-C shows that if the same conditions hold and the observer
has an infinite gain margin then, necessarily, the level sets
of the output function are geodesically convex. In Section
II-D we establish that if a Riemannian metric with a Lie
derivative satisfying the inequality mentioned above is, in
some coordinates, uniformly bounded away from zero and
upper bounded then the system’s linearization along each of
its solution must be detectable. With the insight provided
by these necessary conditions, Section III proposes a set of
sufficient conditions guaranteeing the existence of an observer
whose flow leads to a decreasing Riemannian distance between
system’s state and estimated state.

For the sake of simplicity, we assume throughout the paper
that the functions are differentiable sufficiently many times.
Moreover, we work under restrictions that can be further
relaxed, such as time independence of the right-hand sides
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and forward completeness of the systems1.
This paper is devoted to analysis. In a companion paper,

we focus on observer design, namely, on the construction of
a Riemannian metric satisfying the desired inequality on its
Lie derivative and making the level sets of the output function
possibly totally geodesic.

Example 1.1 (Motivational example):We illustrate our re-
sults in the following academic system

ẋ1 = x2

√

1 + x2
1, ẋ2 = − x1

√

1 + x2
1

x2
2, y = x1 . (5)

For this system (5), by following [15], we get the observer

˙̂̄x1 = ¯̂x2 − (¯̂x1 − y), ˙̂̄x2 = −(¯̂x1 − y),

x̂1 = ¯̂x1, x̂2 =
¯̂x2

√

1 + y2
.

(6)

This observer is in the form (2), but cannot be written in the
form of (3) with the (x̂1, x̂2) coordinates since this would
involve x2. Nevertheless, with the Lyapunov function

V (x̂, x) = (x̂1 − x1)
2 − (x̂1 − x1) (x̂2 − x2)

√

1 + x2
1

+ (x̂2 − x2)
2 (1 + x2

1)
(7)

we obtain for the system-observer interconnection (5)-(6)

·︷ ︷

V (x̂, x) = −V (x̂, x) .

SinceV satisfies, for all(x, x̂) ∈ R
2 × R

2,

(x̂1 − x1)
2 + (x̂2 − x2)

2

2
≤ V (x̂, x)

≤ 3

2

[

(x̂1 − x1)
2 + (x̂2 − x2)

2
] (

1 + x2
1

)

,

this implies that, for allt ≥ 0 and all (x, x̂) ∈ R
2 × R

2,

|X(x, t)− X̂((x̂, x), t)|2 ≤ 3 exp(−t)(1 + x2
1)|x− x̂|2 , (8)

where(X(x, t), X̂((x̂, x), t)) is the solution issued from points
(x, x̂) for the system-observer interconnection (5)-(6). This
establishes that the setA is globally asymptotically stable
(nonuniformly inx but uniformly in x− x̂).

As it will be shown in Section II-A, the key point here is that
V is the square of a Riemannian distance betweenx̂ andx that
is associated to anx-dependent Riemannian metric. Moreover,
as justified in Section II-B, no matter what the observer is, it
is impossible to find a standard quadratic form expressed in
the given coordinates (i.e., a Riemannian distance associated
with a constant Riemannian metric) that is nonincreasing along
solutions. This is a motivation for the analysis of observers
usingx-dependent Riemannian metrics. 2

II. N ECESSARY CONDITIONS FOR HAVING ARIEMANNIAN

DISTANCE BETWEEN SYSTEM AND OBSERVER SOLUTIONS

TO DECREASE.

A. Riemannian Distance

As discussed in Section I, the notions of nonexpand-
ing/contracting flow and geodesically monotone vector fields

1A system is said to beforward completeif each of its solutions exists on
[0,+∞).

are suitable for studying asymptotic stability of the zero error
set A in (4). We start by recalling some basic facts on
Riemannian distance.

Let P : Rn → R
n×n be aC3 symmetric covariant two-

tensor (see, e.g., [23, Page 17]). Ifx and x̄ are two sets
of coordinates related bȳx = φ(x) with φ being a
diffeomorphism, thenP expressed inx coordinates asP (x)
and in x̄ coordinates as̄P (x̄) are related by (see, e.g., [23,
Example II.2])

P (x) =
∂φ

∂x
(x)⊤P̄ (x̄)

∂φ

∂x
(x) . (9)

If P takes positive definite values then the length of aC1 path
γ between pointsx1 andx2 is defined as

L(γ)
∣

∣

∣

s2

s1
=

∫ s2

s1

√

dγ

ds
(s)⊤P (γ(s))

dγ

ds
(s) ds, (10)

where
γ(s1) = x1 , γ(s2) = x2 .

With such a definition,P is also called a Riemannian met-
ric. The Riemannian distanced(x1, x2) is the minimum of

L(γ)
∣

∣

∣

s2

s1
among all possible piecewiseC1 pathsγ between

x1 andx2. To relate the Riemannian distance with geodesics,
we invoke the Hopf-Rinow Theorem (see, e.g., [23, Theorem
II.1.1]), which asserts the following: if every geodesic can

be maximally extended toR then the minimum ofL(γ)
∣

∣

∣

s2

s1
is

actually given by the length of a (maybe nonunique) geodesic,
which is called aminimal geodesic; for more details, see, e.g.,
[5] and [8]. In the appendix we show that, in our context, this
maximal extension property holds onRn if there exist globally
defined coordinates in whichP satisfies

0 < P (x) ∀x ∈ R
n , lim

r→∞
r2p(r) = +∞, (11)

where, for any positive real numberr,

p(r) = min
x:|x|≤r

λmin (P (x)) ,

with λmin (P (x)) denoting the minimum eigenvalue ofP (x).
In this case, the Riemannian metric given byP is said to
be complete and, denoting byγ∗ a minimal (normalized2)
geodesic betweenx = γ∗(0) and x̂ = γ∗(ŝ), with ŝ ≥ 0,
the Riemannian distanced(x̂, x) is

d(x̂, x) = L(γ∗)
∣

∣

∣

ŝ

0
= ŝ . (12)

Example 2.1:As an illustration, consider the symmet-
ric covariant two-tensor expressed inx coordinates as

P (x) =







1− x1x2√
1+x2

1

+
x2
1x

2
2

1+x2
1

−
√

1+x2
1

2 + x1x2

−
√

1+x2
1

2 + x1x2 1 + x2
1





. Since

condition (11) holds withp(r) = 1
2 for all r > 0, it

is a complete Riemannian metric. Moreover, using (9), it
is easy to check that in the coordinatesx̄ = φ(x) =

2A normalized geodesicγ∗ satisfies dγ∗

ds
(s)⊤P (γ∗(s)) dγ∗

ds
(s) = 1 for

all s in its domain of definition. In the following, the adjective “normalized”
is omitted.
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[

x1

x2

√

1 + x2
1

]

, its expression is̄P (x̄) =







1 −1

2

−1

2
1





 .

Since P̄ (x̄) is constant, any minimal geodesic̄γ∗ takes the
form γ̄∗(s) = x̄ + sv̄ with v̄ ∈ R

2 satisfying v̄⊤P̄ (x̄)v̄ = 1.
Then, a minimal geodesic inx coordinates is given by
γ∗(s) = φ−1(x̄ + sv̄). Accordingly, the Riemannian distance
betweenx̂ andx is
∫ ŝ

0

√

dγ∗

ds
(s)⊤P (γ∗(s))dγ

∗

ds
(s) ds = d(x̂, x) = d(¯̂x, x̄)

=
∫ ŝ

0

√

dγ̄∗

ds
(s)⊤P̄ (γ̄∗(s))dγ̄

∗

ds
(s) ds

=
√

(

¯̂x− x̄)⊤P̄ (x̄)(¯̂x− x̄
)

=
√

(φ(x̂)− φ(x))⊤P̄ (x̄)(φ(x̂)− φ(x))

=
√

V (x̂, x),

whereV is given in (7) and̄̂x = φ(x̂). 2

Having a Riemannian distance, we say that a system
ẋ = f(x), with solutionsX(x, t), generates a nonexpanding
(respectively, contracting) flow if, for any pair(x1, x2) in
R

n × R
n, the function t 7→ d(X(x1, t), X(x2, t)) is non-

increasing (respectively, strictly decreasing); see, e.g., [12].
Also, the vector fieldf is said to be geodesically monotonic
(respectively, strictly monotonic) if we have

LfP (x) ≤ 0 (respectively < 0) ∀x ∈ R
n , (13)

whereLfP is the Lie derivative of the symmetric covariant
two-tensorP , whose expression inx coordinates is

v⊤LfP (x) v

= lim
r→0

[

[(I + r ∂f
∂x

(x))v]⊤P (x+ rf(x))[(I + r ∂f
∂x

(x))v]

r

−v⊤P (x)v

r

]

=
∂

∂x

(

v⊤P (x) v
)

f(x) + 2 v⊤P (x)

(

∂f

∂x
(x) v

)

(14)
for all v ∈ R

n; see [5, Exercise V.2.8], [23, Page 17], or [16].
We have the following result (see, for instance, [12] or [1] for
a proof).

Lemma 2.2: A geodesically monotonic (respectively, strictly
monotonic) vector field generates a nonexpanding (respec-
tively, contracting) flow.

If inequality (13) holds for the observer vector fieldF then
t 7→ d(X̂((x̂1, x), t), X̂((x̂2, x), t)) is (respectively, strictly)
decreasing; however, this property is more than what is needed
for the zero estimation error setA to be (respectively, asymp-
totically) stable. Actually, it is sufficient to have an observer
giving rise to a (respectively, strictly) decreasing function
t 7→ d(X̂((x̂, x), t), X(x, t)) for all pairs (x̂, x) in R

n × R
n.

That is, we do not insist on having a Riemannian distance
between any two arbitrary observer solutions to decrease, but
only to have a decreasing Riemannian distance between any
observer solution and its corresponding system solution (which
is a particular observer solution).

B. Necessity of geodesic monotonicity in the directions tangent
to the level sets of the output function

Since the Riemannian distance betweenx̂ andx is locally
Lipschitz, its upper right-hand Dini derivative is given by

D+d(x̂, x) = lim sup
t→0+

d(X̂((x̂, x), t), X(x, t)) − d(x̂, x)

t
(15)

for each(x̂, x) ∈ R
n×R

n. It is nonpositive when the function
t 7→ d(X̂((x̂, x), t), X(x, t)) is nonincreasing.

Theorem 2.3: Assume there exists a completeC3 Rieman-
nian metricP such that, for each(x̂, x) ∈ R

n × R
n,

D+d(x̂, x) ≤ 0 (16)

holds along any solution of(3), then

v⊤LfP (x)v ≤ 0 ∀(x, v) ∈ R
n × R

n

such that
∂h

∂x
(x)v = 0 .

(17)

Furthermore, if there exists a functionω : Rn×R
n → [0,+∞)

such that (x̂, x) 7→ d(x̂, x)ω(x̂, x) is a C2 function on a
neighborhoodNA of A with the property that, for someε > 0,

∂2(dω)

∂x̂2
(x, x) ≥ εP (x) ∀x ∈ R

n (18)

and, for each(x̂, x) ∈ NA,

D+d(x̂, x) ≤ −ω(x̂, x) (19)

holds along any solution of(3), then there exists a continuous
functionρ : Rn → R satisfying

LfP (x) ≤ ρ(x)
∂h

∂x
(x)⊤

∂h

∂x
(x) − ε

2
P (x) ∀x ∈ R

n.

(20)

Proof: To simplify the notation, letV : R
n × R

n →
[0,+∞) be the function defined as the square of the Rieman-
nian distance, i.e.,V (x̂, x) = d(x̂, x)2, and notice that3

D+V (x̂, x) = D+d2(x̂, x) ≤ 2 d(x̂, x)D+d(x̂, x). (21)

Pick an arbitrary pointx in R
n. From [14, Theorem 3.6],

there exists a (normal coordinate) neighborhoodNx such that
V is C2 on Nx ×Nx. From (21) and (16) (respectively, from
(21) and (19), on(Nx ×Nx) ∩NA), we have

D+V (x̂, x) ≤ 0 ( respectively≤ −2 d(x̂, x)ω(x̂, x) ).

Let r∗ be a strictly real number such that, for anyv in S
n,

the unit sphere, and for allr ∈ [0, r∗), (x̂ + rv, x) are the
coordinates of a point in(Nx ×Nx) ∩ NA. We have4

∂2V

∂x̂2
(x, x) =

∂2V

∂x2
(x, x) = 2P (x) (22)

3Since lim sup(a b) ≤ lim sup a · lim sup b.
4This follows from the fact that a first order approximation ofthe geodesic

is γ(s) = x+s v+Ox,v(s2) with v⊤P (x) v = 1, which yieldsV (x̂, x) =
d(x̂, x)2 = ŝ2 = (x̂−x)⊤P (x) (x̂−x) + Ox,v(ŝ3), where the subindex
in Ox,v indicates dependence on(x, v).



4

and5

V (x, x) = 0 ,
∂V

∂x
(x, x) =

∂V

∂x̂
(x, x) = 0

∂2V

∂x2
(x, x) +

∂2V

∂x̂∂x
(x, x) =

∂2V

∂x̂2
(x, x) +

∂2V

∂x∂x̂
(x, x) = 0

(23)
and, for allr ∈ [0, r∗) andv ∈ S

n,

D+V (x + rv, x) =
∂V

∂x
(x+ rv, x) f(x)

+
∂V

∂x̂
(x+ rv, x)F (x + rv, h(x))

≤ 0
( respectively ≤ −2 d(x+ rv, x)ω(x + rv, x) ).

With the definition of d, this implies thatA is forward
invariant, i.e., the solutions to (3) withx = x̂ as initial
condition remain inA for all t ≥ 0. This implies

F (x, h(x)) = f(x) . (24)

By differentiating this identity with respect tox, we get

∂F

∂x
(x, h(x)) +

∂F

∂y
(x, h(x))

∂h

∂x
(x) =

∂f

∂x
(x). (25)

For r in (0, r∗), we obtain

1

r2

[

∂V

∂x
(x+ rv, x) +

∂V

∂x̂
(x+ rv, x)

]

f(x)+

∂V

∂x̂
(x+ rv, x)

r

F (x+ rv, h(x)) − f(x)

r
≤ 0 (26)

(respectively≤ − 2

r2
d(x + rv, x)ω(x + rv, x)).

To compute the limit forr approaching0 note that we have
the following Taylor expansion around(x, x)

V (x+ rv, x) = V (x, x) + r
∂V

∂x̂
(x, x) v

+
r2

2
v⊤

∂2V

∂x̂2
(x, x) v +Ox,v(r

3) ,

∂V

∂x̂
(x + rv, x) =

∂V

∂x̂
(x, x) + r

∂2V

∂x̂2
(x, x) v +Ox,v(r

2) ,

F (x+ rv, h(x)) − f(x)

r
=

F (x, h(x)) − f(x)

r

+
∂F

∂x̂
(x, h(x)) v + Ox,v(r).

DefineW (x) = V (x+ r v, x) and note that

∂W

∂x
(x) =

∂V

∂x̂
(x+ rv, x) +

∂V

∂x
(x + rv, x).

With (22) and (23), we get

W (x) = r2 v⊤P (x) v +Ox,v(r
3) ,

1

r

∂V

∂x̂
(x+ rv, x) = 2 v⊤P (x) +Ox,v(r),

5This follows fromx = x̂ being a minimizer ofV for all x.

and with (24)

F (x+ rv, h(x)) − f(x)

r
=

∂F

∂x̂
(x, h(x)) v + Ox,v(r).

This yields

lim
r→0

1

r2

[

∂V

∂x̂
(x+ rv, x) +

∂V

∂x
(x+ rv, x)

]

f(x)

= lim
r→0

1

r2
∂W

∂x
(x)f(x) =

∂
(

v⊤P v
)

∂x
(x)f(x).

(27)
Also, with (24), we get

lim
r→0

∂V

∂x̂
(x+ rv, x)

r

F (x+ rv, h(x)) − f(x)

r

= 2v⊤P (x)
∂F

∂x
(x, h(x)) v.

(28)

Similarly, we can obtain

lim
r→0

2

r2
d(x+ rv, x)ω(x + rv, x) = v⊤

∂2(dω)

∂x̂2
(x, x) v .

(29)

Then, combining (27), (28), and (29), we have that inequal-
ity (26) gives

∂
(

v⊤Pv
)

∂x
(x)f(x) + 2v⊤P (x)

∂F

∂x
(x, h(x))v ≤ 0

(respectively≤ −v⊤
∂2(dω)

∂x̂2
(x, x)v ∀v ∈ S

n ),

or, equivalently, using (25) and (14),

v⊤LfP (x)v − 2v⊤P (x)
∂F

∂y
(x, h(x))

∂h

∂x
(x)v ≤ 0 (30)

(respectively≤ −v⊤
∂2(dω)

∂x̂2
(x, x)v ∀v ∈ S

n). (31)

It follows that (30) already implies (17). Also, when (19)
holds, by completing squares and using Cauchy-Schwarz
inequality, we get successively, for any functionρ : Rn →
(0,+∞) and all (x, v) in R

n × S
n,

2v⊤P (x)
∂F

∂y
(x, h(x))

∂h

∂x
(x)v ≤ ρ(x)

∣

∣

∣

∣

∂h

∂x
(x)v

∣

∣

∣

∣

2

+
1

ρ(x)

∣

∣

∣

∣

v⊤P (x)
∂F

∂y
(x, h(x))

∣

∣

∣

∣

2

≤ ρ(x)v⊤
∂h

∂x
(x)⊤

∂h

∂x
(x)v

+

∣

∣

∣

∂F
∂y

(x, h(x))⊤P (x)∂F
∂y

(x, h(x))
∣

∣

∣

ρ(x)
v⊤P (x)v .

Equation (20) follows from (18) by pickingρ as any contin-
uous function satisfying

2

ε

∣

∣

∣

∣

∂F

∂y
(x, h(x))⊤P (x)

∂F

∂y
(x, h(x))

∣

∣

∣

∣

≤ ρ(x)

for all x ∈ R
n.

When compared with (13), which saysf is (respectively,
strictly) geodesically monotonic, the necessary condition (17)
(respectively, (20)) says only that the vector fieldf is geodesi-
cally (respectively, strictly) monotonic in the directions v
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satisfying ∂h
∂x

(x)v = 0, i.e., in the directions tangent to the
level sets of the output functionh.

Remark 2.4:Theorem 2.3 can be interpreted as an exten-
sion of [20, Proposition 3]. In this reference, aC∞ function
V depending only on̂x− x, called astate-independent error
Lyapunov function, is obtained from stability properties ofA.
In such a case, the conditions in (23) yield a constant matrix
P . Then, Theorem 2.3 implies that, for allx ∈ R

n, P is a
semidefinite positive matrix that satisfies, for allx ∈ R

n,

P
∂f

∂x
(x) +

∂f

∂x
(x)⊤P ≤ ρ(x)

∂h

∂x
(x)⊤

∂h

∂x
(x) − ε

2
P .

It follows that, for all x ∈ R
n and c ∈ [0, ε

4 ], we have the
implication

∂h

∂x
(x)v = 0 ⇒ v⊤P

∂f

∂x
(x)v ≤ − c v⊤Pv . (32)

Whenc = 0, this property corresponds to the one established
in [20, Proposition 3]. It is worth pointing out that a limitation
of the work in [20] is that the results are extrinsic, i.e., they
depend on the coordinates since a quadratic form may not be
quadratic after a nonlinear change of coordinates. On the other
hand, the necessary conditions in Theorem 2.3 are intrinsic.
In fact, letφ be a diffeomorphism onRn leading to the new
coordinates

x̄ = φ(x) , ¯̂x = φ(x̂) . (33)

Let h̄, d, ω, ρ̄, f̄ , andP̄ beh, d, ω, ρ, f , andP , respectively,
in the new coordinates. We have (9) and

h̄(x̄) = h(x) ,
∂h

∂x
(x) =

∂h̄

∂x̄
(x̄)

∂φ

∂x
(x),

f̄(x̄) =
∂φ

∂x
(x) f(x) ,

d̄(¯̂x, x̄) = d(x̂, x), ω̄(¯̂x, x̄) = ω(x̂, x)

∂2(dω)

∂x̂2
(x, x) =

∂φ

∂x
(x)⊤

∂2(d ω)

∂ ¯̂x2
(x̄, x̄)

∂φ

∂x
(x) ,

ρ̄(x̄) = ρ(x) , LfP (x) =
∂φ

∂x
(x)⊤Lf̄ P̄ (x̄)

∂φ

∂x
(x) .

Substituting these expressions in (20), we get

∂φ

∂x
(x)⊤Lf̄ P̄ (x̄)

∂φ

∂x
(x) ≤ ρ̄(x̄)

[

∂h̄

∂x̄
(x̄)

∂φ

∂x
(x)

]⊤

×
[

∂h̄

∂x̄
(x̄)

∂φ

∂x
(x)

]

− 1

2

∂φ

∂x
(x)⊤

∂2(dω)

∂ ¯̂x2
(x̄, x̄)

∂φ

∂x
(x)

and since∂φ
∂x

(x) is invertible it gives

Lf̄ P̄ (x̄) ≤ ρ̄(x̄)
∂h̄

∂x̄
(x̄)⊤

∂h̄

∂x̄
(x̄)− 1

2

∂2(d ω)

∂ ¯̂x2
(x̄, x̄),

which is inequality (20) in̄x coordinates.

Furthermore, from the definition ofLfP and with com-
pletion of squares as in the proof of Theorem 2.3, it can be
checked that condition (20) is preserved, but with a modified
function ρ, after an output-dependent time scaling of the
system, i.e., whenf is replaced byf̄(x) = θ(h(x))f(x) with
θ taking strictly positive values. 2

The necessary conditions in Theorem 2.3 can be used to
characterize the family of Riemannian metrics possibly leading
to a Riemannian distance that is nonincreasing (via (17)) or
strictly decreasing (via (20)) along solutions. For instance,
condition (17) can be used to justify that, for system (5), there
is no such a Riemannian metric that is constant.

Example 2.5 (Motivational example – continued):For the
family of constant Riemannian metrics of the formP =
[

p q

q r

]

, p, r > 0 , p r > q2 for (5), for eachv ∈ R
2 such

that
∂h

∂x
(x)v =

[

1 0
]

[

v1
v2

]

= 0 ,

we obtain

v⊤P
∂f

∂x
(x)v + v⊤

∂f

∂x
(x)⊤Pv

=
2

√

1 + x2
1

v⊤P





x1x2 1 + x2
1

− x2
2

1 + x2
1

−2x1x2



 v

=
v22(2 q (1 + x2

1)− 4 r x1 x2)
√

1 + x2
1

,

which cannot be nonpositive for eachx. On the other hand, it
can be shown that the family of Riemannian metrics satisfying
(17) can be described as

P (x) =

[

1 x1x2√
1+x2

1

0
√

1 + x2
1

]

[

p̄(x̄) q̄(x̄)
q̄(x̄) r̄(x̄)

]

[

1 0
x1x2√
1+x2

1

√

1 + x2
1

]

(34)
with (x̄1, x̄2) = (x1, x2

√

1 + x2
1) and r̄(x̄) = a(x̄)2, q̄(x̄) =

−b(x̄)2 − 1
2

∂r̄
∂x̄1

(x̄)x̄2, p̄(x̄) = c(x̄)2 + q̄(x̄)2

r̄(x̄) , wherea, b, c :

R
2 → R are sufficiently smooth functions witha and c not

vanishing. A particular choice isa(x̄) = 1, b(x̄) = 1

(1+x̄2
1
)
1
4

,

andc(x̄)2 = 1 +

(

x̄2

1+x̄2
1

+ x̄1√
1+x̄2

1

)2

, which leads to

P (x) =

[

2 + x2
2 x1x2 − 1

x1x2 − 1 1 + x2
1

]

. (35)

2

C. Necessity of geodesic convexity of the level sets of the
output function

In Theorem 2.3, we studied the implications of the existence
of an observer makingt 7→ d(X̂((x̂, x), t), X(x, t)) nonin-
creasing, in particular, when̂x converges tox (in the proof,
(x+rv, x) approaches(x, x)). Now we study the implications
of the existence of such an observer for the case whenx̂ is far
away fromx. To this end, for eachs in [0, ŝ], let t 7→ Γ(s, t)
be aC1 function satisfying

∂X

∂t
(x, t) = f(X(x, t)) , X(x, 0) = x ,

∂X̂

∂t
(x̂, t) = F (X̂(x̂, t), h(X(x, t))) , X̂(x̂, 0) = x̂ ,

∂Γ

∂t
(s, t) = F (Γ(s, t), h(X(x, t))) , Γ(s, 0) = γ∗(s) ,
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with γ∗ a minimal geodesic betweenx and x̂. Then, we have
X̂((x̂, x), t) = Γ(ŝ, t) and hence, at timet, s 7→ Γ(s, t) is a
path betweenX(x, t) andX̂((x̂, x), t). Also, we have

d(x̂, x) = d(Γ(ŝ, 0),Γ(0, 0)) = L(Γ(. , 0))
∣

∣

∣

ŝ

0
.

Also, we know from the first order variation formula (see, for
instance, [24, Theorem 6.14] or [12, Theorem 5.7]) that we
have

d

dt
L(Γ(. , t))

∣

∣

∣

ŝ

0

∣

∣

∣

∣

t=0

=
d

dt

∫ ŝ

0

√

∂Γ

∂s
(s, t)⊤P (Γ(s, t))

∂Γ

∂s
(s, t) ds

∣

∣

∣

∣

∣

t=0

=
dγ∗

ds
(ŝ)⊤P (γ∗(ŝ))F (γ∗(ŝ), y)

−dγ∗

ds
(0)⊤P (γ∗(0))F (γ∗(0), y).

On the other hand, in general, for eacht in the domain of
definition, we have only

d(X̂(x̂, t), X(x, t)) = d(Γ(ŝ, t),Γ(0, t)) ≤ L(Γ(. , t))
∣

∣

∣

ŝ

0
.

Then, the upper right-hand Dini derivative of the distance
betweenx̂ andx in (15) satisfies

D+d(x̂, x) ≤ d

dt
L(Γ(. , t))

∣

∣

∣

ŝ

0

∣

∣

∣

∣

t=0

≤ dγ∗

ds
(ŝ)⊤P (γ∗(ŝ))F (γ∗(ŝ), y)

−dγ∗

ds
(0)⊤P (γ∗(0)) f(γ∗(0)) . (36)

Even though (36) is an inequality condition, we proceed as if
it were an equality. In such a case, if the observer makes the
distanced(x̂, x) nonincreasing along solutions then necessarily
the right-hand side of (36) has to be nonpositive. To get a better
understanding of what this means, consider the case when6

−dγ∗

ds
(0)⊤P (γ∗(0)) f(γ∗(0)) ≥ 0 . (37)

Then, for the right-hand side of (36) to be nonpositive, with
x̂ = γ∗(ŝ), we must have

dγ∗

ds
(ŝ)⊤P (x̂)F (x̂, y) ≤ 0 . (38)

At this point, it is important to note thatdγ
∗

ds
(ŝ) is the direction

in which the state estimatêx “sees” the system statex along a
minimal geodesic. Such a direction is unknown to the observer.
The only known information is that, for giveny, x belongs to
the following y-level set7 of the output function:

H(y) = {x : h(x) = y} .

Hence, (38) implies the following property: given̂x andy, the
level set of the output functionH(y) is “seen” fromx̂ along a

6For a givenx ∈ R
n, this condition holds for every minimal geodesic

γ∗ such that dγ∗

ds
(0) belongs to the closed half space{w ∈ Rn :

w⊤P (x)f(x) ≤ 0}.
7By y-level set ofh we mean the intersection, for eachi = 1, 2, . . . ,m,

of the sets{x ∈ Rn : hi(x) = yi}.

minimal geodesic, within a cone whose aperture is less than
π. As stated in Lemma 2.7 below, this property implies that
H(y) is geodesically convex; see [22, Definition 6.1.1] and
[10, Section 9.4].

Definition 2.6 (geodesic convexity): A subsetS of R
n is

said to be geodesically convex if, for any pair of points
(x1, x2) ∈ S×S, there exists a minimal geodesicγ∗ between
x1 = γ∗(s1) andx2 = γ∗(s2) satisfying

γ∗(s) ∈ S ∀s ∈ [s1, s2].

Lemma 2.7: LetP : Rn → R
n×n be a complete Rieman-

nian metric. AssumeS is a subset ofRn such that, for any
x̂ in R

n \ S, there exists a unit vectorvx̂ such that, for any
x in S and any minimal geodesicγ∗ betweenx = γ∗(0) and
x̂ = γ∗(ŝ), with ŝ > 0, we have

dγ∗

ds
(ŝ)⊤P (x̂) vx̂ < 0 .

Then,S is geodesically convex.
Proof: Assume thatS is not geodesically convex. Then,

there is a pair(x1, x2) ∈ S such that, for any minimal geodesic
γ∗
1 betweenx1 = γ∗

1 (0) andx2 = γ∗
1 (s2), there existŝs1 in

(0, s2) for which γ∗
1 (ŝ1) is not in S. Let x̂ = γ∗

1 (ŝ1) 6∈ S.
Note thatγ∗

2(s) = γ∗
1 (s2 − s) defines a minimal geodesic

betweenx2 = γ∗
2(0) ∈ S and x̂ = γ∗

2 (ŝ2) 6∈ S, with ŝ2 =
s2 − ŝ1 > 0. With our assumption, sincex1 andx2 are inS,
there exists a unit vectorvx̂ satisfying

dγ∗
1

ds
(ŝ1)

⊤P (x̂) vx̂ < 0 ,
dγ∗

2

ds
(ŝ2)

⊤P (x̂) vx̂ < 0 .

But this impossible since we havedγ
∗

1

ds
(ŝ1) = − dγ∗

2

ds
(ŝ2).

For Example 1.1, we shall see in the following section that,
with the help of item 2a of Proposition A.3, for anyy, the
level setH(y) = {(x1, x2) : x1 = y} is geodesically convex
for the Riemannian metric given in (35).

As announced above, we conclude from Lemma 2.7 that
geodesic convexity of the levels sets of the output function
is a necessary property in the “general situation” where (37)
holds (and when (36) is an equality). Actually, it is necessary,
without any extra condition, when the observer has an infinite
gain margin.

Definition 2.8 (infinite gain margin): The observer̂̇x =
F (x̂, y) for ẋ = f(x) is said to have an infinite gain margin
with respect toP if (24) holds for everyx ∈ R

n and, for any
geodesicγ∗ minimal on[0, ŝ), we have

dγ∗

ds
(s)P (γ∗(s)) [F (γ∗(s), h(γ∗(0))− f(γ∗(s))] < 0 (39)

for all s ∈ (0, ŝ).
The terminfinite gain marginfollows from the fact that, if

the observeṙ̂x = F (x̂, y) makest 7→ d(X̂((x̂, x), t), X(x, t))
nonincreasing (for each solution) and (39) holds, then the same
holds for the observer̂̇x = f(x̂) + ℓ [F (x̂, y)− f(x̂)] for any
real numberℓ > 1.

D. Necessity of Uniform Detectability

The necessary condition in (20) is linked to an observability
property of the family of linear time-varying systems obtained
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from linearizing (1) along its solutions. Assuming the system
(1) is forward complete, for eachx, the corresponding solution
to (1) t 7→ X(x, t) is defined on[0,+∞). For eachx, the
linearization off and h evaluated along a solutionX(x, t)
gives the following functions defined on[0,+∞)

Ax(t) =
∂f

∂x
(X(x, t)) , Cx(t) =

∂h

∂x
(X(x, t)).

These functions define the following family of linear time-
varying systems with stateξ ∈ R

n and outputη ∈ R
m:

ξ̇ = Ax(t) ξ , η = Cx(t) ξ. (40)

Systems (40) are parameterized by the initial conditionx of
the chosen solutionX(x, t).

The following theorem establishes a relationship between a
detectability property of (40) and the existence of a bounded
away from zero, upper bounded symmetric covariant two-
tensor whose Lie derivative satisfies (20).

Theorem 2.9: Assume system(1) is forward complete and
that there exist aC1 symmetric covariant two-tensorP :
R

n → R
n×n and strictly positive real numbersp and p

satisfying(20) and

0 < p I ≤ P (x) ≤ p I, ∀x ∈ R
n. (41)

Then, for eachx ∈ R
n, there exists a continuous8 function

t ∈ [0,+∞) → Kx(t) such that the origin of the linear time-
varying system

ξ̇ = (Ax(t)−Kx(t)Cx(t)) ξ (42)

is uniformly exponentially stable.

Proof: To anyx ∈ R
n, we associate the functionsΠx :

[0,+∞) → R
n×n, Kx : [0,+∞) → R

n, and Vx : R
n ×

[0,+∞) → R defined as

Πx(t) = P (X(x, t)), Vx(ξ, t) = ξ⊤Πx(t)ξ ,

Kx(t) =
ρ(X(x, t))

2
Πx(t)

−1 Cx(t)
⊤ .

(43)

We have

p |ξ|2 ≤ Vx(ξ, t) ≤ p |ξ|2 ∀(x, t, ξ) (44)

and, with (20), (18), (14), and the definitions in (43), we get

d

dt

(

v⊤Πx(t) v
)

=
∂

∂χ

(

v⊤P (χ) v
)

f(χ)

∣

∣

∣

∣

χ=X(x,t)

,

≤ −ε

2
v⊤Πx(t) v

− 2 v⊤Πx(t) (Ax(t)−Kx(t)Cx(t)) v .

Then, with (42), we haved
dt
Vx(ξ, t) ≤ − ε

2Vx(ξ, t). The
conclusion follows with (44).

It follows from this proof that, if we do not have the upper
boundp in (41), we still have exponential stability, but we
loose the uniformity property. This would be the case, for
instance, for the system (5) of Example 1.1 withP given by

8We do not ask the functionKx to be bounded.

(35) whose eigenvalues satisfy

λmin(P (x)) ≥ (2 + x2
2)(1 + x2

1)− (x1x2 − 1)2

3 + x2
2 + x2

1

=

1 + x2
1 + (x1 + x2)

2

3 + x2
2 + x2

1

≥ 1

3
,

λmax(P (x)) ≤ 3 + x2
2 + x2

1.

(45)

Exponential stability of the origin of (42) is a detectability
property for (40). The necessity of this property for the
existence ofP can be exploited to actually construct it, as
it will be shown in the companion paper.

III. A S UFFICIENT CONDITION

In the previous section, we assumed the existence of an
observer making the functiont 7→ d(X̂((x̂, x), t), X(x, t))
nonincreasing (respectively, strictly decreasing) withd being
the distance associated with a Riemannian metricP . We
showed thatP has to satisfy a (respectively, strict) inequality
involving the output function. In this section, we start from
the data of such a metric and investigate the possibility of
designing an observer making the corresponding Riemannian
distanced(x̂, x) strictly decreasing along solutions.

In view of Theorem 2.3, we assume thatP satisfies

LfP (x) ≤ ρ(x)
∂h

∂x
(x)⊤

∂h

∂x
(x) − q P (x) ∀x ∈ R

n

with q a strictly positive real number. But, also, willing to be
in a “general situation” in which (37) holds and motivated by
Lemma 2.7, we restrict our attention to the case where the level
set of the output functionH(y) is geodesically convex for any
y in R

m. Actually, we ask for the stronger (see Proposition
A.3) property that the setsH(y) are totally geodesic (see [6,
Section V.II]).

Definition 3.1 (totally geodesic set): Given aC1 function
ϕ : Rn 7→ R

m and a closed subsetC of Rn, the set

S = {x ∈ R
n : ϕ(x) = 0} ∩ C

is said to be totally geodesic if, for any pair(x, v) in S×R
n

such that

∂ϕ

∂x
(x) v = 0 , v⊤P (x) v = 1 ,

any geodesicγ with

γ(0) = x ,
dγ

ds
(0) = v

satisfies
ϕ(γ(s)) = 0 ∀s ∈ Jγ ,

whereJγ is the maximal interval containing0 so thatγ(Jγ)
is contained inC.
In the appendix, we establish a necessary and sufficient
checkable condition for the setsH(y) to be totally geodesic.

Example 3.2 (Motivational example – continued):For the
system in Example 1.1, it is sufficient to check that the
Christoffel symbolΓ1

22 (see (64)) associated with the particular
choice ofP in (35) for the family (34) is zero. In fact, we
haveΓ1

22 = 1
1+x2

1
+(x1+x2)2

(

1 + x2
1 1− x1x2

)

(

0
0

)

= 0. 2
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The following theorem gives a sufficient condition for the
existence of an observer for the single output case.

Theorem 3.3: Assume there exist a complete Riemannian
metricP and a setC ⊂ R

n such that

H1 : C is geodesically convex, closed, and with nonempty
interior;

H2 : there exist a continuous functionρ : Rn → [0,+∞) and
a strictly positive real numberq such that

LfP (x) ≤ ρ(x)
∂h

∂x
(x)⊤

∂h

∂x
(x) − q P (x) ∀x ∈ C,

(46)
H3 : The number of outputs ism = 1 and, for eachy in

h(C), the setH(y) ∩ C is totally geodesic.

Then, for any positive real numberE there exists a continuous
functionkE : Rn → R such that, with the observer given by

F (x̂, y) = f(x̂) − kE(x̂)P (x̂)−1 ∂h

∂x
(x̂)⊤

∂δ

∂y1
(h(x̂), y) ,

(47)
where

δ(y1, y2) = |y1 − y2|2 , (48)

the following holds (see (15)):

D+d(x̂, x) ≤ − q

4
d(x̂, x)

∀(x, x̂) ∈ {(x, x̂) : d(x̂, x) < E}
⋂

(int(C)× int(C)) .

(49)
Moreover, expression (47) is intrinsic (i.e., coordinate inde-
pendent) and gives an observer with infinite gain margin.

Example 3.4 (Motivational example – continued):We
have already checked that, for the system (5) and withP

given in (35) all the conditions of Theorem 3.3 hold globally,
i.e., with C = R

2. Hence, the observer given by (47) becomes

(

˙̂x1

˙̂x2

)

=





x̂2

√

1 + x̂2
1

− x̂1x̂
2
2

√

1 + x̂2
1





− 2kE(x̂)

1 + x̂2
1 + (x̂1 + x̂2)2

(

1 + x̂2
1

1− x̂1x̂2

)

(x̂1 − y) .

2

Remark 3.5:

• Theorem 3.3 gives a (nonglobal) solution to problem (⋆).
When the assumptions of Theorem 3.3 hold globally,
i.e., they hold for C = R

n, the observer given by
(47) guarantees convergence of the estimated state to
the system state, semiglobally with respect to the zero
estimation error setA.
The fact that we do not get global asymptotic stability is
likely due to the elementary form of the observer (47) and
its infinite gain margin. We expect that other choices for
this observer are possible to obtain a global asymptotic
stability result.

• As discussed in II-B, we do not claim in Theorem 3.3
that the flow generated by the observer has a contrac-
tion property but simply that the Riemannian distance
between estimated state and system state decays along

the solutions. In other words, this result establishes that
the function(x̂, x) 7→ d(x̂, x) can be used as a Lyapunov
function for the zero error setA and guarantees this
function has an exponential decay along the solutions. But
it does no say thatd(x̂1, x̂2) decays along two arbitrary
solutions of the flow generated by the observer. 2

Theorem 3.3 is a direct consequence of the following lemma
(for which there is no restriction on the number of outputs)
and the fact that, when the number of outputs ism = 1,
assumption H3 implies the assumption H3’ of the lemma; see
Proposition A.3.

Lemma 3.6: Assume there exist a complete Riemannian
metric P , a setC ⊂ R

n, a continuous functionρ : Rn →
[0,+∞), and a strictly positive real numberq satisfying H1
and H2 of Theorem 3.3. Assume also there exists aC2 function
δ : Rm × R

m → [0,+∞) satisfying

δ(h(x), h(x)) = 0 ,
∂2δ

∂y21
(y1, y2)

∣

∣

∣

∣

y1=y2=h(x)

> 0

(50)
for all x ∈ C, and, such that

H3’: for any pair (x1, x2) in C × C satisfying

h(x1) 6= h(x2)

and for any minimal geodesicγ∗ betweenx1 = γ∗(s1)
and x2 = γ∗(s2) satisfying γ∗(s) ∈ C for all s ∈
[s1, s2], with s1 ≤ s2, we have

d

ds
δ(h(γ∗(s)), h(γ∗(s1))) > 0 ∀s ∈ (s1, s2] .

(51)

Then, the claim of Theorem 3.3 holds true with a functionδ

satisfying H3’ (instead ofδ as in (48)).
Remark 3.7:

• Property H3’ says that we can find a “distance-like” func-
tion δ in the output space allowing us to express that the
output functionh preserves some kind of monotonicity.
Namely, as the distance increases along a geodesic in the
state space, the same holds in the output space measured
by δ. This property has some relationship with the notions
of metric-monotone function introduced in [21] and of
geodesically monotone function defined in [22, Definition
6.2.3]. In the appendix, we establish a connection with
totally geodesic sets and geodesic convexity.
With such a property, by following a descent direction
for the “distance” in the output space, we are guaranteed
to decrease the distance in the state space. This feature
is exploited in the observer given by (47) via a high-
gain term which enforces that such a descent direction is
dominating.

• Property H3’ withδ(y1, y2) = |y1−y2|2 has been invoked
already in [25] but for the case whenP is constant. 2

Proof: The Riemannian metricP being complete, any
geodesic is defined on(−∞,+∞) and the Riemannian dis-
tanced(x1, x2) is given by the length of a minimal geodesic
γ∗ betweenx1 and x2. Since C is geodesically convex by
H1, for any pair(x1, x2) in C × C, there exists a minimal
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geodesicγ∗ betweenx1 = γ∗(s1) andx2 = γ∗(s2) satisfying
γ∗(s) ∈ C for all s ∈ [s1, s2].

Let (x̂, x) be any pair inC × C and γ∗ denote a minimal
geodesic betweenx = γ∗(0) andx̂ = γ∗(ŝ) satisfyingγ∗(s) ∈
C for all s ∈ [0, ŝ]. With y = h(x), takeF as in (47). It gives

dγ∗

ds
(ŝ)⊤P (γ∗(ŝ)) [F (γ∗(ŝ), y)− f(γ∗(ŝ))]

−dγ∗

ds
(0)⊤P (γ∗(0)) [F (γ∗(0), y)− f(γ∗(0))]

= −kE(x̂)
d h ◦ γ∗

ds
(ŝ)⊤

∂δ

∂y1
(h(γ∗(ŝ)), y). (52)

On the other hand, we have

dγ∗

ds
(ŝ)⊤P (x̂) f(x̂)− dγ∗

ds
(0)⊤P (x) f(x) =

∫ ŝ

0

d

ds

(

dγ∗

ds
(s)⊤P (γ∗(s)) f(γ∗(s))

)

ds .

(53)
Also the Euler-Lagrange form of the geodesic equation reads,
for the i-th coordinate,

2
d

ds

(

∑

k

Pik(γ
∗(s))

dγ∗
k

ds
(s)

)

=

∑

k,l

dγ∗
k

ds
(s)⊤

∂Pkl

∂xi

(γ∗(s))
dγ∗

l

ds
(s) .

Then, with the definition of the Lie derivativeLfP and (46),
we get

d

ds

(

dγ∗

ds
(s)⊤P (γ∗(s)) f(γ∗(s))

)

=
1

2

dγ∗

ds
(s)⊤LfP (γ∗(s))

dγ∗

ds
(s) ,

≤ ρ(γ∗(s))

2

∣

∣

∣

∣

∂h

∂x
(γ∗(s))

dγ∗

ds
(s)

∣

∣

∣

∣

2

− q

2

dγ∗

ds
(s)⊤P (γ∗(s))

dγ∗

ds
(s)

≤ ρ(γ∗(s))

2

∣

∣

∣

∣

d h ◦ γ∗

ds
(s)

∣

∣

∣

∣

2

− q

2
, (54)

where, in the last inequality, we have used
dγ∗

ds
(s)⊤P (γ∗(s))dγ

∗

ds
(s) = 1 since γ∗ is normalized.

With d(x̂, x) = ŝ as given in (12), replacing (54) into (53)
yields

dγ∗

ds
(ŝ)⊤P (γ∗(ŝ)) f(γ∗(ŝ))− dγ∗

ds
(0)⊤P (γ∗(0)) f(γ∗(0))

≤
∫ ŝ

0

ρ(γ∗(s))

2

∣

∣

∣

∣

d h ◦ γ∗

ds
(s)

∣

∣

∣

∣

2

ds − q

2
d(x̂, x) . (55)

Then, from (36), using (52) and (55), we obtain

D+d(x̂, x)

≤
[

dγ∗

ds
(ŝ)⊤P (γ∗(ŝ)) (F (γ∗(ŝ), y)− f(γ∗(ŝ)))

−dγ∗

ds
(0)⊤P (γ∗(0)) (F (γ∗(0), y)− f(γ∗(0)))

]

+

[

dγ∗

ds
(ŝ)⊤P (γ∗(ŝ))f(γ∗(ŝ))− dγ∗

ds
(0)⊤P (γ∗(0))f(γ∗(0))

]

≤ − kE(x̂)
d h ◦ γ∗

ds
(ŝ)⊤

∂δ

∂y1
(h(γ∗(ŝ)), y)⊤

+

∫ ŝ

0

ρ(γ∗(s))

2

∣

∣

∣

∣

d h ◦ γ∗

ds
(s)

∣

∣

∣

∣

2

ds − q

2
d(x̂, x) .(56)

To proceed it is appropriate to associate two functionsa andb
to any triple(x̂, x, γ∗) with (x̂, x) in C ×C andγ∗, a minimal
geodesic betweenx = γ∗(0) andx̂ = γ∗(ŝ) satisfyingγ∗(s) ∈
C for all s ∈ [0, ŝ]. These functions are defined on[0, ŝ] as
follows:9

a(x̂,x,γ∗)(r) =
1

r

d h ◦ γ∗

ds
(r)⊤

∂δ

∂y1
(h(γ∗(r)), h(γ∗(0)))⊤

if 0 < r ≤ ŝ, and

a(x̂,x,γ∗)(0) =

d h ◦ γ∗

ds
(0)⊤

∂2δ

∂y21
(h(γ∗(0)), h(γ∗(0)))⊤

d h ◦ γ∗

ds
(0);

b(x̂,x,γ∗)(r) =
1

r

∫ r

0

ρ(γ∗(s))

2

∣

∣

∣

∣

d h ◦ γ∗

ds
(s)

∣

∣

∣

∣

2

ds

if 0 < r ≤ ŝ, and

b(x̂,x,γ∗)(0) =
ρ(γ∗(0))

2

∣

∣

∣

∣

d h ◦ γ∗

ds
(0)

∣

∣

∣

∣

2

.

We remark with (50) thatδ reaches its global minimum at
y1 = y2 = h(x). This implies

∂δ

∂y1
(h(γ∗(r)), h(γ∗(0))) =

[∫ 1

0

(

∂2δ

∂y21
(h(γ∗(σr)), γ∗(0))

d h ◦ γ∗

ds
(σr)

)

dσ

]

r

for all r ∈ [0, ŝ]. As a consequence, the functionsa an b are
continuous on[0, ŝ]. Moreover the property H3’ gives readily
the implication

h(x) 6= h(x̂) =⇒ a(x̂,x,γ∗)(r) > 0 ∀r ∈ (0, ŝ] .

In the case whereh(x) = h(x̂), then either

• x = x̂ and then a(x̂,x,γ∗)(ŝ) = a(x̂,x,γ∗)(0).
So, with (50), we have eithera(x̂,x,γ∗)(0) > 0

or dh◦γ∗

ds
(0) = 0. The latter condition implies

a(x̂,x,γ∗)(0) = b(x̂,x,γ∗)(0) = 0.
• or x 6= x̂. Then, we consider the following two cases:

1) h ◦ γ∗ is constant on [0, ŝ]. Then we have
dh◦γ∗

ds
(s) = 0 for all s ∈ [0, ŝ] and therefore

a(x̂,x,γ∗)(r) = b(x̂,x,γ∗)(r) = 0 for all r ∈ [0, ŝ].
2) h ◦ γ∗ is not constant on[0, ŝ]. Then, there exists

somes1 in (0, ŝ] such thath(γ(s1)) 6= h(γ∗(0)) =
h(x). With H3’, this implies that the function
s 7→ δ(h(γ∗(s)), h(γ∗(0))) is not constant on
[0, ŝ]. But since we haveδ(h(γ∗(ŝ)), h(γ∗(0))) =
δ(h(γ∗(0)), h(γ∗(0))) = 0, this function must reach
a maximum at some pointsm in (0, ŝ) where we
have

δ(h(γ∗(sm)), h(γ∗(0))) > 0,

9When ŝ = 0 the functionsa(x̂,x,γ∗) and b(x̂,x,γ∗) are only defined at
zero.
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d

ds
δ(h(γ∗(sm)), h(γ∗(0))) = 0,

and thereforeh(γ∗(sm)) 6= h(γ∗(0)). But this
contradicts H3’. So this case is impossible.

In any case, we have established thata(x̂,x,γ∗)(ŝ) is non
negative and if it is zero thenb(x̂,x,γ∗)(r) = 0 for all r ∈ [0, ŝ].

Now, let x̌ be an arbitrary point inC. Call it origin. For
each integeri, we introduce the set

Ki = {(x, x̂) ∈ C×C : d(x̂, x) ≤ E , i ≤ d(x̌, x̂) ≤ i+1} .

From the Hopf-Rinow Theorem [23, Theorem II.1.1]Ki is
compact.

To conclude it is sufficient to prove the existence of a real
numberki such that, for any pair(x̂, x) in Ki and any minimal
geodesicγ∗ betweenx = γ∗(0) and x̂ = γ∗(ŝ) satisfying
γ∗(s) ∈ C for all s ∈ [0, ŝ], we have

q

4
+ ki a(x̂,x,γ∗)(ŝ) > b(x̂,x,γ∗)(ŝ).

Indeed, with this inequality, the definitions ofa andb and (56)
whered(x̂, x) = ŝ, we obtain (49) provided the functionkE
satisfies

kE(x̂) ≥ ki ∀x̂ ∈ C : i ≤ d(x̌, x̂) ≤ i+ 1 .

If ki would not exist, we could find a sequence
(ŝn, xn, x̂n, γ

∗
n), with ŝn ≥ 0, (xn, x̂n) in Ki, and γ∗

n a
minimal geodesic betweenxn = γ∗

n(0) and x̂n = γ∗
n(ŝn)

satisfyingγ∗
n(s) ∈ C for all s ∈ [0, ŝn] and

q

4
+ n a(x̂n,xn,γ∗

n)
(ŝn) ≤ b(x̂n,xn,γ∗

n)
(ŝn) . (57)

We have that(xn, x̂n) is in the compact setKi and γ∗
n is a

minimal geodesic taking values inC when restricted to[0, ŝn].
Also vn =

dγ∗

n

ds
(0) is in a compact set independent ofn since

we have :
dγ∗

n

ds
(0)⊤P (xn)

dγ∗
n

ds
(0) = 1

whereP is continuous andxn = γ∗
n(0), satisfying

d(x̌, xn) ≤ d(x̌, x̂n) + d(x̂n, xn) ≤ i+ 1 + E ,

is in a compact set independent ofn . Finally we have :

ŝn = d(x̂n, xn) ≤ E .

Hence the sequence(xn, vn, ŝn) is in a compact set and
therefore admits a cluster point(xω , vω, ŝω). It follows from
[23, Lemma III.4.2] that there exists a geodesicγω which is
minimal on [0, ŝω] and such that̂xω = γω(ŝω) is a cluster
point of the sequencêxn. On the other hand, we have

d(x̌, γ∗
n(s)) ≤ d(x̌, x̂n) + d(x̂n, γ

∗
n(s))

≤ i+ 1 + (ŝn − s)

≤ i+ 1 + E ∀s ∈ [0, ŝn] .

It follows thatγ∗
n : [0, ŝn] → R

n takes its values in a compact
set independent ofn and the functionsh, ρ and ∂h

∂x
restricted

to this compact set are continuous and bounded. Also, from
the geodesic equation and completeness, the same hold for
γ∗
n, dγ∗

n

ds
and d2γ∗

n

ds2
restricted to[0, ŝn]. With the definition

of b(x̂n,xn,γ∗

n)
, this implies that the right-hand side of (57)

is upper bounded, say byB. Consequently we have
q

4
+ n a(x̂n,xn,γ∗

n)
(ŝn) ≤ B.

Since a(x̂n,xn,γ∗

n)
(ŝn) is nonnegative, this implies

a(x̂ω,xω,γω)(ŝω) = 0. But we have seen that this implies
b(x̂ω,xω,γ∗

ω)(ŝω) = 0. On the other hand (57) yields
q
4 ≤ b(x̂ω,xω,γ∗

ω)(ŝω) whereq is strictly positive. So we have
a contradiction. This establishes the existence ofki.

Finally, in (52), we have, with (51),

d h ◦ γ∗

ds
(ŝ)⊤

∂δ

∂y1
(h(γ∗(ŝ)), y)

=
d

dŝ
δ(h(γ∗(ŝ)), h(γ∗(s))) > 0

andF (γ∗(0), y) = f(γ∗(0)). So (39) holds and the observer
has an infinite gain margin.

To prove the last point of Theorem 3.3, letφ define a
diffeomorphism as in (33). Let̄h, k̄E , f̄ , F̄ and P̄ be the
expressions ofh, kE , f , F andP respectively in the new co-
ordinates. We have (9), (34), andk̄E(x̄) = kE(x) , F̄ (x̄, y) =
∂φ
∂x

(x)F (x, y). This implies

F̄ (ˆ̄x, y) =
∂φ

∂x
(x̂)

[

f(x̂) − kE(x̂)P (x̂)−1 ∂h

∂x
(x̂)⊤×

∂δ

∂y1
(h(x̂), y)

]

,

= f̄(¯̂x) − k̄E(x̄)

(

∂φ

∂x
(x̂)P (x̂)−1 ∂φ

∂x
(x̂)⊤

)

×
[

∂φ

∂x
(x̂)⊤

]−1
∂h

∂x
(x̂)⊤

∂δ

∂y1
(h(x̂), y) ,

= f̄(¯̂x) − k̄E(x̄)P̄ (¯̂x)−1 ∂h̄

∂x̄
(¯̂x)⊤

∂δ

∂y1
(h̄(¯̂x, y)) .

Therefore, the expression of the observer remains the same
after the change of coordinates.

IV. CONCLUSION

If for a Riemannian metricP and an observer such that the
distance between estimated state and system state decreases
along the solutions, then the Lie derivative ofP along the
systems solutions satisfies the inequality in Theorem 2.3
involving the output function. Also, the satisfaction of such
an inequality together with the existence of upper and lower
bounds forP (see (41)) imply detectability of the linear time-
varying systems obtained from linearizing the given system(1)
along its solutions. Moreover, we have seen how the geodesic
convexity of the output function level sets is necessary if the
observer has an infinite gain margin and, in a general situation,
when the Riemannian distance between estimated state and
system state decreases along the solutions of (3).

Conversely, from the data of a Riemannian metric satisfying
the necessary conditions in Theorem 2.3 and (41), and when
the level sets of the output function are totally geodesic,
we showed how to construct, for the single output case, an
observer guaranteeing convergence of the estimated state to
the system state, semiglobally with respect to zero estimation
error setA.
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Also, although in Section II we have given an expression of
an observer, at this time, we consider this only as an existence
result and not as an observer design interesting for application.
Actually we have investigated mainly only the possibility and
interest of studying observer convergence via a Riemannian
metric, crystallizing the idea of using a contraction property.
In a companion paper, we focus on observer design, where
we study several scenarios in which it is possible to construct
a Riemannian metric satisfying the desired inequality on its
Lie derivative and making the level sets of the output function
possibly totally geodesic.

As a final remark, we observe that extensions of the results
to nonautonomous systems, in particular those with inputs,
seem possible using the proof techniques proposed here. Also
time scaling exploiting the concept of unbounded observabil-
ity, as in [2], is expected to be useful in relaxing the system
completeness assumption.

APPENDIX

The following lemma provides conditions onP that guar-
antee that geodesics can be maximally extended toR.

Lemma A.1: Suppose that a symmetric covariant two-
tensorP : Rn → R

n×n satisfies

0 < P (x) ∀x ∈ R
n , lim

r→∞
r2p(r) = +∞, (58)

where, for any positive real numberr, p(r) =
minx:|x|≤r λmin (P (x)) . Then, withP as Riemannian metric
on R

n, any geodesic can be maximally extended toR.
Proof: Let x1 and x2 be any point in the ballBr in

R
n centered at the origin and with radiusr. The Euclidean

distance|x1−x2| satisfies
∫ s2

s1

∣

∣

∣

dγ
ds
(s)
∣

∣

∣ ds ≥ |x1−x2|, where

γ is any piecewiseC1 path betweenx1 andx2. Using (10),
this implies that, for any positive numberr,

L(γ)
∣

∣

∣

s2

s1
≥
√

p(r)

∫ s2

s1

∣

∣

∣

∣

dγ

ds
(s)

∣

∣

∣

∣

ds ≥
√

p(r)|x1−x2| . (59)

Let γ be any normalized geodesic maximally defined on
(σ−, σ+). By definition, it satisfies

dγ

ds
(s)⊤P (γ(s))

dγ

ds
(s) = 1 ∀s ∈ (σ−, σ+) . (60)

Let [s1, s2] be any closed interval contained in(σ−, σ+). The
function γ : [s1, s2] → R

n is bounded (with the Euclidean
norm). We denoter[s1,s2] = maxs∈[s1,s2] |γ(s)|. By continu-
ity, there existss12 in [s1, s2] satisfyingr[s1,s2] = |γ(s12)|.
Then, from (59) and (60), we obtain
√

p(|γ(s12)|) |γ(s12)− γ(s2)| ≤ L(γ)
∣

∣

∣

s2

s12
= |s12 − s2| .

(61)
Because(σ−, σ+) is the maximal interval of definition of

γ, if σ− is finite, we must have

lims1→σ−

∣

∣

∣

(

γ(s1),
dγ
ds
(s1)

)∣

∣

∣ = +∞. Now in the case where

we have lims1→σ−
|γ(s1)| = +∞ the definition of s12

implies lims1→σ−
maxs∈[s1,s2] |γ(s)| = lims1→σ−

|γ(s12)| =

+∞. Then, with assumption (58) and (61), we get

|σ− − s2| ≥ lim
s1→σ−

√

p(|γ(s12)|) |γ(s12)− γ(s2)| ≥

lim
s1→σ−

√

p(|γ(s12)|)(|γ(s12)| − |γ(s2)|) ≥ +∞ .

This is a contradiction. Then, we are left with the case
lims1→σ−

∣

∣

∣

dγ
ds
(s1)

∣

∣

∣ = +∞. But this contradicts (60) since

we just established thatγ is bounded on(σ−, s2), which, with
(58), implies thatP ◦ γ is bounded away from0.

The same arguments apply to show thatσ+ = +∞.

ON TOTALLY GEODESIC SETS AND PROPERTYH3’

Proposition A.2: LetP be a complete Riemannian metric
on R

n and C be a geodesically convex subset ofR
n.

1) If there existsx0 in C satisfying ∂h
∂x

(x0) = 0 and all
the setsH(y)∩C for y in h(C) are totally geodesic then
h is constant onC.

2) Let O be the following open subset ofRn:

O =

{

x ∈ int(C) : Rank

(

∂h

∂x
(x)

)

= m

}

. (62)

If all the setsH(y)∩C for y in h(C) are totally geodesic
then we have, for all(j, k, l) and all x ∈ O,

∂2hj

∂xk∂xl

(x) −
n
∑

i=1

∂hj

∂xi

(x) Γi
kl(x) =

n
∑

i=1

(

gjik(x)
∂hi

∂xl

(x) + gjil(x)
∂hi

∂xk

(x)

)

,

(63)
wheregjik : O → R are continuous arbitrary functions
andΓi

kl are the Christoffel symbols

Γi
kl(x) =

1

2

n
∑

m=1

(

P (x)−1
)

im

(

∂Pmk

∂xl

(x)

+
∂Pml

∂xk

(x)− ∂Pkl

∂xm

(x)

)

.

(64)
Conversely, if (63) holds for anyx in C, then all the sets
H(y) ∩ C for y in h(C) are totally geodesic.

Proof of item 1

The set C being geodesically convex, for anyx there
exists a minimal geodesicγ∗ betweenx0 = γ∗(0) and
x = γ∗(s) satisfyingγ∗(σ) ∈ C ∀σ ∈ [0, s]. Since we have
∂h
∂x

(x0)
dγ∗

ds
(0) = 0 and the setH(h(x0))∩C is totally geodesic,

we get h(x) = h(x0), x being arbitrary inC, h must be
constant onC.

Proof of item 2

Necessity:If O is empty, the statement holds vacuously. If
O is nonempty, letx be inO. It is in the totally geodesic set
H(h(x)) ∩ C. Then, for anyv in R

n satisfying

∂h

∂x
(x) v = 0 , v⊤P (x) v = 1 , (65)
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consider a geodesicγ satisfying

γ(0) = x ,
dγ

ds
(0) = v (66)

with values inC on an interval(σ−, σ+). We haveh(γ(s)) =
0 for all s ∈ (σ−, σ+). This implies that we have

dh ◦ γ
ds

(0) =
d2h ◦ γ
ds2

(0) = 0 . (67)

But, with the geodesic equation, if we letQjkl(x) =
∂2hj

∂xk∂xl
(x) − ∑n

i=1
∂hj

∂xi
(x) Γi

kl(x), we have

d2hj ◦ γ
ds2

(s) =

n
∑

k=1

n
∑

l=1

Qjkl(γ(s))
dγk

ds
(s)

dγl

ds
(s) . (68)

Then, using (66) and (67), we have
n
∑

k=1

n
∑

l=1

Qjkl(x)vkvl = 0 ∀j ∈ {1, 2, . . . ,m}, (69)

wherevk is the kth component ofv. Hence, we have estab-
lished

n
∑

k=1

n
∑

l=1

Qjkl(x)vkvl = 0

for all (j, v = (vk), x) : j ∈ {1, 2, . . . ,m} , ∂h
∂x

(x)v =
0 , x ∈ O . The result follows from the S-Lemma (see [11]
for instance). In particular, we can pick the functionsgjik(x)
satisfying (63) as, for eachj, the entries of the matrix
[

∂h

∂x
(x)

∂h

∂x
(x)⊤

]−1
∂h

∂x
(x)Qj••(x)×

(

I −
∂h
∂x

(x)⊤[∂h
∂x

(x)∂h
∂x

(x)⊤]−1 ∂h
∂x

(x)

2

)

.

Sufficiency: For any y in h(C), let (x, v) be any pair in
(H(y) ∩ C) × R

n satisfying h(x) = y, ∂h
∂x

(x) v = 0,
v⊤P (x) v = 1 and let γ be any geodesic satisfying
γ(0) = x, dγ

ds
(0) = v. Let Jγ be the maximal interval

containing0 so thatγ(Jγ) is contained inC. If Jγ is reduced
to a point, there is nothing to prove. If notJγ is an interval
with a non empty interior. Then, with (68) and (63), for any
interior points of Jγ , we have, for eachj in {1, . . . ,m},

d

ds

dhj ◦ γ
ds

(s) =

n
∑

k=1

n
∑

l=1

Qjkl(γ(s))
dγk

ds
(s)

dγl

ds
(s)

= 2
n
∑

i=1

[

n
∑

k=1

gjik(γ(s))
dγk

ds
(s)

]

dhi ◦ γ
ds

(s) .

Let M be the matrix with entriesMji defined as,Mji(s) =

2
[

∑n
k=1 gjik(γ(s))

dγk

ds
(s)
]

, for eachs ∈ int(Jγ). The linear

time varying systemdz
ds

= M(s)z has unique solutions. The
only one satisfyingz(0) = 0 is identically 0. So with the
uniqueness of the solution of the geodesic equation we must
also have dhj◦γ

ds
(s) = 0 ∀s ∈ int(Jγ) and therefore

hj(γ(s)) = yj for each s ∈ int(Jγ) and eachj. Also,
by continuity, if the upper boundσ+ (respectively lower
boundσ−) of Jγ is in Jγ , then we have alsohj(σ+) =
yj (respectively hj(σ+) = yj ).

Proposition A.3: LetP be a complete Riemannian metric
on R

n and C be a geodesically convex subset ofR
n.

1) If property H3’ holds then all the setsH(y)∩C for y in
h(C) are

a) totally geodesic,
b) and geodesically convex.

2) If m = 1 and all the setsH(y) ∩ C for y in h(C) are
totally geodesic then

a) they are all geodesically convex,
b) and property H3’ holds with

δ(y1, y2) = |y1 − y2|2.

Proof of item 1a

Let (x, v) be an arbitrary pair inC × R
n satisfying

∂h

∂x
(x) v = 0 , v⊤P (x) v = 1 . (70)

Consider the geodesicγv satisfying

γv(0) = x ,
dγv

ds
(0) = v . (71)

SinceP is complete,γv is defined on(−∞,+∞). Let Jγv
be

the maximal interval containing0 so thatγv(Jγv
) is contained

in C.
If Jγv

is reduced to a point, there is nothing to prove. In the
other case, for the sake of getting a contradiction, assume that
h is not constant along this geodesic onJγv

, i.e., there existss0
in Jγv

, say positive, satisfyingh(γv(s0)) 6= h(x), γv(σ) ∈ C
for all σ ∈ [0, s0]. Let s1 be the infimum of the real numbers
s in [0, s0] satisfyingh(γv(s)) 6= h(x). By continuity s1 is
in [0, s0) and we haveh(γv(s1)) = h(x). Also, the definition
of s1 implies that, for anyε in (0, s0 − s1], there exitssε
in [s1, s1 + ε] such thath(γv(sε)) 6= h(γv(s1)). Also, when
s1 6= 0, the functions 7→ h(γv(s)) being constant on[0, s1],
we have

∂h

∂x
(γv(s1))

dγv

ds
(s1) = 0 . (72)

Note that, with (70) and (71), the same holds whens1 = 0.
Now let Bε(γv(s1)) be a geodesic ball centered atγv(s1)

with geodesic radiusε sufficiently small to ensure that each
geodesic betweenγv(s1) and any point in this ball is minimal.
See [5, Theorem VI.7.2]. Withsε associated withε as shown
above, we define a functionγ∗ as γ∗(s) = γv(sε − s) for
all s ∈ [0, sε − s1]. It is a minimal geodesic betweenγ∗(0) =
γv(sε) and γ∗(sε − s1) = γv(s1) satisfying γ∗(s) ∈ C ∩
Bε(γv(s1)) for all s ∈ [0, sε−s1] andh(γ∗(0)) 6= h(γ∗(sε−
s1)). So, according to H3’, we have

d

ds
δ(h(γ∗(s)), h(γ∗(0))) > 0

for all s ∈ (0, sε − s1]. In particular, we have

∂δ

∂y1
(h(γ∗(sε − s1)), h(γ

∗(0)))×
∂h

∂x
(γ∗(sε − s1))

dγ∗

ds
(sε − s1) > 0.
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But (72) gives

∂h

∂x
(γ∗(sε − s1))

dγ∗

ds
(sε − s1) = −∂h

∂x
(γv(s1))

dγv

ds
(s1)

= 0.

Hence we have a contradiction.

Proof of item 1b

Let (x1, x2) ∈ C × C be any arbitrary pair of points
satisfying h(x1) = h(x2) = y. Since C is geodesi-
cally convex, there exists a minimal geodesicγ∗ between
x1 = γ∗(s1) and x2 = γ∗(s2) satisfying γ∗(s) ∈ C
for all s ∈ [s1, s2]. We have δ(h(γ∗(s2)), h(γ

∗(s1))) =
∫ s2

s1

∂δ
∂y1

(h(γ∗(s)), h(γ∗(s1)))
d h◦γ∗

ds
(s) ds. But (51) implies

the left-hand side of this equation is zero if and only if we have
h(γ∗(s)) = h(γ∗(s1)) for all s ∈ [s1, s2], that is, the geodesic
γ∗ remains in the setH(h(x1)) ∩ C for all s in [s1, s2].

Proof of item 2a

Let (x1, x2) ∈ C×C be any arbitrary pair of points satisfying
h(x1) = h(x2) = y. SinceC is geodesically convex, there
exists a minimal geodesicγ∗ betweenx1 = γ∗(s1) and
x2 = γ∗(s2) satisfying γ∗(s) ∈ C for all s ∈ [s1, s2]. For
the sake of getting a contradiction, assume thatH(y) ∩ C is
not geodesically convex. Then, there existsŝ ∈ [s1, s2] such
that γ∗(s) 6∈ H(y) ∩ C. But γ∗(ŝ) being in C, this implies
|h(γ∗(ŝ)) − h(x1)|2 6= 0. By continuity and compactness,
the functions ∈ [s1, s2] 7→ |h(γ∗(s)) − h(x1)|2 admits a
maximum at somesmax in (s1, s2) and, hence, we have

h(γ∗(smax)) 6=h(x1), (73)

(h(γ∗(smax))− h(x1))
⊤ dh ◦ γ∗

ds
(smax) =

(h(γ∗(smax))− h(x1))
⊤ ∂h

∂x
(γ∗(smax))

dγ∗

ds
(smax) = 0 .

When the dimensionm of outputs is one, this implies
∂h
∂x

(γ∗(smax))
dγ∗

ds
(smax) = 0. Since the setH(h(γ∗(smax)))∩

C is totally geodesic andγ∗ takes its values inC on the interval
[s1, s2] containingsmax, we conclude thatγ∗ takes actually
its values inH(h(γ∗(smax))) ∩ C on [s1, s2]. This contradicts
(73), and soH(y) ∩ C must be geodesically convex.

Proof of item 2b

Let (x̂, x) be an arbitrary pair of points inC × C satisfying
h(x̂) 6= h(x) . SinceC is geodesically convex, there exists
a minimal geodesicγ∗ betweenx = γ∗(0) and x̂ = γ∗(ŝ)
satisfyingγ∗(s) ∈ C for all s ∈ [0, ŝ]. Assume there exists
s in [0, ŝ] satisfying d h◦γ∗

ds
(s) = ∂h

∂x
(γ∗(s)) dγ∗

ds
(s) = 0,

dγ∗

ds
(s)⊤P (γ∗(s)) dγ∗

ds
(s) = 1. Then, sinceH(h(γ∗(s)) ∩ C is

totally geodesic, andγ∗ takes its values inC on [0, ŝ], we have
h◦γ∗(s) = h◦γ∗(0) = h(x) for all s ∈ [0, ŝ] which contradicts

h◦γ∗(ŝ) = h(x̂) 6= h(x). Then,
d h ◦ γ∗

ds
has a constant sign.

But, since we haveh(x̂) − h(x) =
∫ ŝ

0
d h◦γ∗

ds
(s) ds, this sign

must be the same as the one ofh(x̂)−h(x). We conclude that
we have
d

ds
|h(γ(s))−h(γ(0))|2 = [h(γ(s))−h(γ(0))]

d h ◦ γ∗

ds
(s) > 0

for all s ∈ (0, ŝ].
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