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Abstract

This paper presents a distributed hybrid algorithm that synchronizes the time and rate of a
set of clocks connected over a network. Clock measurements of the nodes are given at aperiodic
time instants and the controller at each node uses these measurements to achieve synchronization.
Due to the continuous and impulsive nature of the clocks and the network, we introduce a hybrid
system model to effectively capture the dynamics of the system and the proposed hybrid algorithm.
Moreover, the hybrid algorithm allows each agent to estimate the skew of its internal clock in order
to allow for synchronization to a common timer rate. We provide sufficient conditions guaranteeing
synchronization of the timers, exponentially fast, with robustness. Numerical results illustrate the
synchronization property induced by the proposed algorithm as well as its performance against
comparable algorithms from the literature.

1 Introduction

1.1 Motivation

Since the advent of asynchronous packet-based networks in communication and information technology,
the topic of clock synchronization has received significant attention due to the temporal requirements
of packet-based networks for the exchange of information. In recent years, as distributed packet-based
networks have evolved in terms of size, complexity, and, above all, application scope, there has been
a growing need for new clock synchronization schemes with tractable design conditions to meet the
demands of these evolving networks.

Distributed applications such as robotic swarms, automated manufacturing, and distributed op-
timization rely on precise time synchronization among distributed agents for their operation; see [1].
For example, in the case of distributed control and estimation over networks, the uncertainties of
packet-based network communication requires timestamping of sensor and actuator messages in order
to synchronize the information to the evolution of the dynamical system being controlled or estimated.
Such a scenario is impossible without the existence of a common timescale among the non-collocated
agents in the system. In fact, the lack of a shared timescale among the networked agents can result in
performance degradation that can destabilize the system; see [2]. Moreover, one cannot always assume
that consensus on time is a given, especially when the network associated to the distributed system
is subject to perturbations such as noise, delay, or jitter. Hence, it is essential that these networked
systems utilize clock synchronization schemes that establish and maintain a common timescale for their
algorithms.

1.2 Background and Related Work

For many networked control system settings, each agent in the system is fitted with its own internal
hardware clock and one or more software clocks that inherits the dynamics of the hardware clock.



In an ideal scenario, the i-th agent in the system would have a clock 7; € R>¢ such that 7;(t) = ¢,
where t is the global or real time. However, many hardware clocks utilize quartz-crystal or MEMS
oscillators, susceptible to manufacturing imperfections and environmental factors that affect oscillator
frequency; see |3] and |4]. Due to the variability in oscillator frequency, one generally considers the
continuous-time dynamics of the i-th hardware clock node given by

T = G; (1)

where a; € R defines the clock’s rate of change. Solving the differential equation gives the following
relationship to the ideal clock or real time reference t:

Tl'(t) =a;t + Tl(O) (2)

where the initial condition 7;(0) gives the offset from ¢. For a network of n agents, the notion of
clock synchronization can be defined as the state of the networked system such that 7; = 7; for all
i,7€4{1,2,...,n}, i #j.

In an ideal setting with no delay and identical clock rates (or skews), synchronization between two
nodes, Node 1 and Node 2, can be achieved by the following simple reference-based algorithm. Node 1
sends its time to Node 2. Node 2 calculates its offset relative to 1. Node 2 applies the offset correction
to its clock. For the case of non-identical clock skews, a pair of measurements from Node 1 would
allow Node 2 to calculate its relative skew Z—; and apply a correction accordingly. In a realistic setting,
however, network communication between nodes is subject to a variety of delays to which such simple
reference-based algorithms are nonrobust; see [5]. Moreover, these algorithms become cumbersome in
terms of network utilization and computation as the number of nodes on the network increases.

The seminal Networking Time Protocol (NTP) presented in [6] mitigates these challenges through
the implementation of a centralized algorithm. In particular, the networked agents in the system
synchronize to a known reference that is either injected or provided by an elected leader agent. The
effects of communication delay are mitigated via assumptions on the round-trip delay that occurs
in the communication of any two nodes on the network. Conversely, other centralized approaches,
such as those in |7] and [§], assume the communication delay to be negligible and instead utilize least-
squares minimization to estimate the errors in the offset and rates of change between the synchronizing
nodes and the elected reference agent. Unfortunately, these approaches suffer robustness issues when
communication with the reference node is lost or if the random delays in the transmission do not
follow a normal distribution, see [3]. Moreover, algorithms like NTP were not designed for dynamic
network topologies as they rely on predefined network hierarchies that define the relationships between
the reference nodes and their children. Any change to the topology requires a reconstruction of the
hierarchy adding considerable delay to the synchronization of the clocks.

Recently, the observed robustness issues in the centralized protocols have motivated leader-less,
consensus-based approaches by leveraging the seminal results on networked consensus in [9], [10],
and [11]. In particular, the works of [1], |[12], [13], and, more recently, [14] employ average consensus to
give asymptotic results on clock synchronization under asynchronous and asymmetric communication
topology. However, due to the constraints on the communication modeling of the system the conver-
gence results do not hold globally. Moreover, the lack of global convergence precludes any guarantees
of robust asymptotic stability; see the forthcoming Remark 3.2.

The work in [15] also considers a consensus-based approach by using a controller that uses a propor-
tional gain to compensate for the clock rates and an integrator gain acting on an auxiliary control state
that compensates for the clock offsets. Though the solution in [15] provides faster convergence than
the other approaches using average consensus, the algorithm assumes periodic synchronous communi-
cation of the nodes. This assumption is relaxed in |[16] by considering asynchronous communication
events. The authors in [17] consider a similar relaxation but also relax assumptions on the graph struc-
ture. However, in both [16] and [17] the clocks are slower to converge compared to the synchronous



communication setting. Still, both synchronous and asynchronous scenarios require a large number of
iterations before synchronization is achieved. Moreover, the algorithm subjects the clocks to signifi-
cant nonsmooth adjustments in clock rate and offset that may prove undesirable in certain application
settings or even prevent the rigorous establishment of robustness properties.

Other recent works include [18] where the clocks are communicating over a network that is modeled
as a Markov chain, the parameters of the clocks are then estimated from noisy measurements using a
distributed algorithm. By making assumptions on the Markov chain, the estimates are shown to be
mean square convergent if the union of the communication graphs is connected. The authors in [19]
present an algorithm that estimates both skew and offset using a joint Maximum-Likelihood Estimation
by assuming an exponential delay model.

1.3 Contributions

The lack of performance guarantees in the aforementioned works have motivated the design of a hybrid
clock synchronization algorithm with tractable design conditions. In particular, this paper introduces
a distributed hybrid algorithm that exponentially synchronizes a set of clocks connected over a network
via measurements given at aperiodic time instants.

Inspired by the contributions in [20], we present a distributed hybrid algorithm to synchronize the
network clocks in the presence of non-ideal clock skews while capturing the continuous and impulsive
dynamics of the network into a hybrid model. To achieve synchronization with a common rate of
change, the algorithm also allows for local estimation of the skew of the internal clock at each agent.
The use of a hybrid systems model to solve the problem under consideration allows for the application
of a Lyapunov-based analysis to show stability of a desired set of interest. Using results from [21], we
show that, via a suitable change of coordinates, our distributed hybrid clock synchronization algorithm
guarantees synchronization of the timers, exponentially fast, with robustness. The main contributions
of this paper are given as follows:

e In Section [d we introduce HyNTP, a distributed hybrid algorithm that synchronizes the clock
rates and offsets to solve the problem outlined in Section[3] Moreover, we present a hybrid systems
model to capture the network dynamics for the case of synchronous and aperiodic communication
events. In Section [5 we present a reduced model of the system and a subsequent auxiliary model
that is generated from an appropriately defined change of coordinates. With the auxiliary model,
we present necessary and sufficient conditions for which stability of a compact set, representing
synchronization, holds. Moreover, we show that the system is robust to perturbations on the
communication noise, clock drift, the desired clock rate reference, and to communication delays
in Section [6l

e In Section [7, we compare the merits of our algorithm to competing algorithms in the literature.

We inform the reader that some details have been omitted due to space constraints and can be found
in the technical report [22]. This work is an extension of our conference paper [23], which pertains to
the nominal case and has no proofs.

1.4 Organization and Notation

This paper is organized as follows. Section [2| presents preliminary material on graph theory and hybrid
systems. Section [3]introduces the clock synchronization problem and the system being studied. Section
outlines the algorithm under consideration, the associated hybrid model of the closed-loop system,
including the main result. Section [5] gives properties to the nominal closed-loop system. Section [7]
provides comparisons to other comparable algorithm through numerical examples.



Notation: The set of natural numbers including zero, i.e., {0,1,2,...} is denoted by N. The set
of natural numbers is denoted as Nsq, i.e., Nyg = {1,2,...}. The set of real numbers is denoted as
R. The set of non-negative real numbers is denoted by R>q, i.e., R>¢9 = [0,00). The n-dimensional
Euclidean space is denoted R™. Given sets A and B, F : A = B denotes a set-valued map from A
to B. For a matrix A € R™™_ AT denotes the transpose of A. Given a vector z € R”, |z| denotes
the Euclidean norm. Given a vector x € R™ and set ¥ C R”, |z|x, denotes the Euclidean point-to-set
distance, i.e., ||y = infyex|z — y|. We denote B is a closed unit ball in R", and by A + 0B the set of
all z € R™ such that |x — a| < 0 for some a € A. Given two vectors z € R™ and y € R™, we use the
equivalent notation (z,y) = [z7 yT]T. Given a matrix A € R™™, |A| := max{,/|\] : A € eig(ATA)}.
For two symmetric matrices A € R™*"™ and B € R™*"™, A = B means that A — B is positive definite;
conversely, A < B means that A — B is negative definite. A vector of N ones is denoted 1y. The
matrix I, is used to denote the identity matrix of size n x n.

2 Preliminaries

2.1 Preliminaries on Graph Theory

Let G = (V,&, A) be a weighted directed graph (digraph) where V = {1,2,...,n} represents the set
of n nodes, & C V x V the set of edges, and A € {0,1}"*" represents the adjacency matrix. An
edge of G is denoted by e;; = (4,j). The elements of A are denoted by a;j, where a;; = 1 if ¢;; € £
and a;; = 0 otherwise. The in-degree and out-degree of a node i are defined by d(i) = Y r_, ax;
and d°“*(i) = Y 7'_, a;, respectively. The largest and smallest in-degree of a digraph are given by
d = max;epd” (i) and d = min;cypd™ (i), respectively. The in-degree matrix is an n x n diagonal
matrix, denoted D, with elements given by

dln . .f . — .

gy — 10O =g gy
0 ifi#j

The Laplacian matrix of a digraph G, denoted by L, is defined as £ = D — A and has the property that

L1, = 0. The set of nodes corresponding to the neighbors that share an edge with node i is denoted

by N(i) :={k €V : e € £ }. In the context of networks, N (i) represents the set of nodes for which
an agent ¢ can communicate with.

Lemma 2.1. ((Olfati-Saber and Murray, 2004, Theorem 6),(Fax and Murray, 2004, Propositions 1,
3, and 4)) For an undirected graph, L is symmetric and positive semidefinite, and each eigenvalue of L
is real. For a directed graph, zero is a simple eigenvalue of L if the directed graph is strongly connected.

Lemma 2.2. (Godsil and Royle (2001)) Consider an n x n symmetric matric A = {a;} satisfying
Yoy air =0 for each k € V. The following statements hold:

. . 0 0
e There exists an orthogonal matriz U such that UT AU = [0 *], where x represents any non-
singular matriz with appropriate dimensions and 0 represents any zero matriz with appropriate
dimensions.

e The matriz A has a zero eigenvalue with eigenvector 1, € R™.

Definition 2.3. A weighted digraph is said to be

e balanced if the in-degree matrix and the out-degree matrix for every node are equal, i.e., d"(i) =
d°“ (i) for each i € V.



e complete if every pair of distinct nodes are connected by a unique edge, i.e., a;; = 1 for each

ik eV,ik.

e strongly connected if and only if for any two distinct nodes there exists a path of directed edges
that connects them.

2.2 Preliminaries on Hybrid Systems

A hybrid system H in R™ is composed by the following data: a set C' C R", called the flow set; a
differential equation defined by the function f :R"™ — R" with C' C dom f, called the flow map; a set
D C R"”, called the jump set; and a set-valued mapping G : R* = R" with D C dom G, called the
jump map. Then, a hybrid system H := (C, f, D, G) is written in the compact form

Jxed & = f(z)
s {xED zt e G(z) ®)

where z is the system state. Solutions to hybrid systems are denoted by ¢ and are parameterized by
(t,7), where t € R>( defines ordinary time and j € N is a counter that defines the number of jumps.
A solution ¢ is defined by a hybrid arc on its domain dom ¢ with hybrid time domain structure [21].
The domain dom ¢ is a hybrid time domain if dom ¢ C R>¢ x N and for each (7,J) € dom ¢,
dom ¢ N ([0,7] x {0,1,..., J}) is of the form J7_y([t;,tj41] x {j}), with 0 =t <t <ty <ty4q. A
function ¢ : dom ¢ — R™ is a hybrid arc if dom ¢ is a hybrid time domain and if for each j € N,
the function ¢ — ¢(t,5) is locally absolutely continuous on the interval I’ = {t : (t,j) € dom ¢}. A
solution ¢ satisfies the system dynamics; see [21, Definition 2.6] for more details. A solution ¢ is said
to be mazimal if it cannot be extended by flow or a jump, and complete if its domain is unbounded.
The set of all maximal solutions to a hybrid system 7 is denoted by Sy and the set of all maximal
solutions to H with initial condition belonging to a set A is denoted by Sy (A). A hybrid system is
well-posed if it satisfies the hybrid basic conditions in |21, Assumption 6.5].

The following definition introduces stability notions for hybrid systems H with state x € R™ to a
closed set of interest A C R™.

Definition 2.4. Given a hybrid system H defined on R™, the closed set A C R"™ is said to be globally
exponentially stable (GES) for H if there exist k,a > 0 such that every mazximal solution ¢ to H is
complete and satisfies |p(t, j)|a < ke *H9)|$(0,0)| 4 for each (t,5) € dom ¢.

3 Problem Statement

Consider a group of n sensor nodes connected over a network represented by a digraph G = (V, &, A).
Two clocks are attached to each node i of G: an (uncontrollable) internal clock 7 € R>¢ whose
dynamics are given by

7= ay (4)

)

and an adjustable clock 7; € R>¢ with dynamics
7;'1' = Q4 + g (5)

where u; € R is a control input. In both of these models, the (unknown) constant a; represents the
unknown drift of the internal clock.

At times t; for j € N5g (we assume ty = 0), node i receives measurements 7, from its neighbors,
namely, for each k € N(i). The resulting sequence of time instants {¢;}32, is assumed to be strictly

5



increasing and unbounded. Moreover, for such a sequence, the time elapsed between each time instant
when the clock measurements are exchanged satisfies

Ty <tjy1—t; <Th, VjeNyg (©)

0<t <1y
where 0 < 17 < 715, with 7T defining a minimum time between consecutive measurements and 715
defines the maximum allowable transfer interval (MATTI).

Remark 3.1. The models for the clocks are based on the hardware and software relationship of the
real-time system that implements them. That is, the internal clock T;° is treated as a type of hardware
oscillator while the adjustable clock 7; is treated as a virtual clock, implemented in software (as part
of the proposed algorithm), that evolves according to the dynamics of the hardware oscillator. Any
virtual clock implemented in node i inherits the drift parameter a; of the internal clock, which cannot
be controlled. More importantly, this drift parameter is not known due to the fact that universal
time information is not available to any node. The input u; is unconstrained as allowed by hardware
platforms.

Remark 3.2. Note that the proposed communication strateqy does not capture the situation when
the agents in the network communicate at different times (asynchronous). The decision for modeling
a synchronous communication strategy is due to the challenges in guaranteeing global, robust clock
synchronization in an asynchronous setting.

For instance, in the problem settings of the work by (1], [15], and [24|] the algorithms therein allow
for the nodes to communicate at different time between nodes:

1. These articles consider n networked nodes whose interconnections are represented by a undirected
graph G;

2. Fach node i s equipped with a local hardware clock 7; and software clock 7;;
3. Information is exchanged between an agent pair (i,k) at times instants t;k

However, the convergence properties guaranteed are neither global nor robust; see [22, Remark 3.2]. In
this paper, we demonstrate through the use of a simpler network model commonly used in the literature
(see [15] and [17]) and the use of hybrid systems tools that such properties are possible.

Let us point out that there are several algorithms in the literature that use the same network structure
that we use. These include, [17], [15], and [16]. In those works, they consider synchronous communi-
cation of the nodes in their algorithms which similarly exposes them to the issue of synchronization to
a common sequence of time instants t;.

On the other hand, in the problem settings of the work by (1], (1], and [24] the algorithms therein
allow for the nodes to communicate at different time between nodes:

1. These articles consider n networked nodes whose interconnections are represented by a undirected
graph G;

2. FEach node i is equipped with a local hardware clock T; and software clock 7;;
3. Information is exchanged between an agent pair (i, k) at times instants tj’k.

However, the convergence properties guaranteed are neither global not robust, unlike the results in our
submission, where attaining such properties is possible through the use of a simpler network model
and the use of hybrid systems tools. In fact, consider the algorithm in [1], where the communication



event condition is strictly between nodes i and k at time mstant t;’k. The algorithm therein is given

as follows, at times t;, node i broadcasts its time %Z(tz) to its neighbors N (i). Upon receipt of the
timestamp by nodes k in the set of neighboring nodes N (i), each node updates its clocks and clock rates
as follows:

T(thy 1) = v (t5) 7w (t5) + or(t5)
v (t = pop(th) + (1 — ikl
ik ( ]4+1) povi( j)‘ ( Pv)nzknelfu_ » vk € N(i) )
(th1) = poma(t5) + (1= p) b
Mkil\li11 Pkl Pn rew _rold
6k(t;‘+1) = 6k(t§‘) + (1= po) (%i(t§'+1) - %k(tj‘-s-l))
where T} = ’Ti(t;), mold = 7t ), Thew = Tk(té) 794 = 7( ;_1) and p, € (0,1), p, € (0,1), and

j—1
po € (0,1). Note that since the quantities TH and 3% involved in the update law for n;; in [1, (11)]

are part of the state of the controller, as the first line of (11) indicates. Hence, if at any communication

time, 1t is the case that 7;;°" and Ti"éd are very close to each other, then the update law for n;. would

be rather large in norm. In fact, the norm of the update law for n;, becomes arbitrarily large with

T — Zfﬁd decreasing (not necessarily equal). As a consequence, the following issues arise:

new

e Lack of globality: The initial condition for T{;-ew and szjld needs to be properly chosen, which

precludes a global result — note that the limiting property established by [1, Theorem 4] is said to
hold for initial condition for n;;, but the initial conditions for the other state components is not
specified.

e Lack of general robustness: The update law is not necessarily bounded. From [21, Theorem 7.21],
we know that in order to have a general robust asymptotic stability property, the update law needs
to be bounded. Due to this, general robustness cannot be achieved.

Under such a setup, our goal is to design a distributed hybrid controller that, without knowledge of
the drift parameter and of the communication times in advance, assigns the input u; to drive each clock
7; to synchronization with every other clock 7, with 7 evolving at a common prespecified constant
rate of change o* > 0 for each k € V. This problem is formally stated as follows:

Problem 3.1. Given a network of n agents with dynamics as in and @ represented by a directed
graph G and o* > 0, design a distributed hybrid controller that achieves the following properties when
information Ty, for each k € N (i) is received by node i at times t; satisfying (@

i) Global clock synchronization: for each initial condition, the components Ti,7a,...,Tn of each
complete solution to the system satisfy

lim ’%i(t)—%k(t)‘ =0 VikeV,i#k
t—o0
it1) Common clock rate: for each initial condition, the components 71,7, ...,Tn of each complete
solution to the system satisfy

lim |7(t) —o*| =0 Vi€V

t—00

nterestingly, the authors in [24], consider these time instants t;k to be driven by a “global virtual communication

clock” (as defined therein) that ticks according to each t;k for each nodes ¢ and k with i # k.



4 Distributed Hybrid Controller for
Time Synchronization

We define the hybrid model that provides the framework and a solution to Problem 3.1} First, since we
are interested in the ability of the rate of each clock to synchronize to a constant rate o*, we propose
the following change of coordinates: for each i € V, define e; := 7; — r, where r € R>( is an auxiliary
variable such that 7 = ¢*. The state r is only used for analysis. Then, the dynamics for e; are given
by

b =T—0° Vi€V (8)

By making the appropriate substitutions, one has
& =a; +u; —o* Viey (9)

To model the network dynamics for aperiodic communication events at ¢;’s satisfying @, we consider
a timer variable 7 with hybrid dynamics

T =-1 7€(0,T), 77e€h,Ty] 7=0 (10)

This model is such that when 7 = 0, a communication event is triggered, and 7 is reset to a point
in the interval [T},7%] in order to preserve the bounds given in (6]); see [25]. Note that 7 is a global
variable that models the network dynamics of the system triggering the communication events between
the nodes. Moreover, information on 7 is not available to the nodes. One can think of this mechanism
as a type of network manager that governs the communication events of the system; see [15] and [17]
for similar network models.

The proposed hybrid algorithm assigns a value to u; so as to solve Problem which in the e;
coordinates requires e; to converge to zero for each ¢ € V. In fact, the algorithm implements two
feedback laws: a distributed feedback law and a local feedback law. The distributed feedback law
utilizes a control variable 7; € R that is impulsively updated at communication event times using both
local and exchanged measurement information 7. Specifically, it takes the form

nS =Y Kf(fi, %)

keN (3)

where KF(7;, %) := —vi(e; — ex) with 4; > 0. Between communication event times, 7; evolves con-
tinuously.The local feedback strategy utilizes a continuous-time linear adaptive estimator with states
7, € R and a; € R to estimate the drift a; of the internal clock; see forthcoming Remark . The
estimate of the drift is then injected as feedback to compensate for the effect of a; on the evolution of
7;. Furthermore, the local feedback strategy injects o* to attain the desired clock rate for 7;.

Inspired by the protocol in [20, Protocol 4.1], the dynamics of the i-th hybrid controller are given

by
a; =—pi(fi —7), i =ai — (fi —77)
U =% Z (7:1_~k)_(lz+0'*, al = a <11)
keN (i)
~ ~ > T O
771+ == Z (Ti — k), Tz+ =
keN (i)

where h; € R, v; > 0 are controller parameters for the distributed hybrid consensus controller and
w; > 0 is a parameter for the local parameter estimator. The state 7; is an auxiliary controller state



that is injected into the control input u;. At communication events t;, i.e. when 7 = 0, both u;
and 7; reset to new values using measurement information 7 from the neighbors k € N (i) of node i.
Moreover, the values for a; and ¢* that are injected as feedback into u; are kept constant across jumps.

Remark 4.1. The need for a linear adaptive estimation strategy to estimate a; arises from the fact
that the reference time or universal time t is inaccessible to the nodes. The lack of a known reference
prevents the use of first difference strategies such as

(17 (t;) — 77 (tj-1))
(tj —tj-1)

Moreover, if such a strategy were to be viable, it would then result in the possibility of not only estimating
a; incorrectly but also resulting in unbounded solutions to the system. To demonstrate the need for an
alternate strategy to estimate a;, suppose that information on the global timer T is available to all of the
nodes. Then, each node could integrate T to give access to the instants t;. However, since calculating a;
only requires the time delta between successive t;’s, the dynamics of the global timer could be adjusted
as follows

a; =

T =1 TE[O,TQ],

T+ = T € [Tl, TQ]
such that a; can be calculated via
a; =0
T E [O,Tg]
i = 0
(12)
o+ b
! T T7=0

where T is the current local hardware clock state and ¢; is a local memory state to store the previous
hardware clock state.

Now, in simulating such a system, if the memory buffer is not properly initialized, that is £;(0) #
77(0), then dj will not yield a;. Moreover, if T = 0, then the solution to a; would observe finite escape
time due to a possible singularity. This observed singularity precludes the results from applying globally.
Moreover, any robustness properties would not be possible since the strategy would violate the condition
of boundedness on the jump map.

Note that a similar strategy is employed in [1] and [15] rendering the relevant results on the con-

vergence of the clock drift, to not apply globally.

With the timer variable and hybrid controller defined in , we construct the hybrid closed-loop
system H obtained from the interconnection between the distributed hybrid controller and the local
adaptive estimator given in error coordinates. The state of the closed-loop system is

r=(e,u,n,7,a,7,7) ER" x R" x R" x Ry x R" x R x [0, T3] =: X (13)

~

where e = (e1,e2,...,en), u = (u1,u2,...Up), 7 = (M,M2,... M), T° = (77,75,...,7x), T =
(T1,72,...,7n), a = (a1,a2,...,an), and @ = (a1, as,...,a,). The dynamics and data (C, f, D, G)



of H are given by

(e [a+u—o0*1, ] (et ] i e i
U hn — p(7F —7%) u™ —~vLe —a+o*1,
1 h n* —Le
T = a = flx)zeC, |T*"| = T* =:G(z) zeD (14)
a —u(T —77) at a
7 a—(7—1%) 7+ 7
L7 | L -1 ] Ea i [T}, T5]

where C := X and D := {x € X : 7 = 0}. Note that X C R™ where m = Tn.

With the hybrid system H defined, the next two results establish existence of solutions to H and
that every maximal solution to H is complete. In particular, we show that, through the satisfaction of
some basic conditions on the hybrid system data, which is shown first, the system H is well-posed and
that each maximal solution to the system is defined for arbitrarily large ¢ + j. The next two lemmas
hold for any choice of parameters 11, 12, o*, h, v, u, and strongly connected digraph G.

Lemma 4.2. The hybrid system H satisfies the following conditions, defined in [21, Assumption 6.5]
as the hybrid basic conditions.

(A1) C and D are closed subsets of R™.
(A2) f: X — X is continuous and locally bounded relative to C' and C C dom f;

(A3) G : R™ = R™ is outer semicontinuous and locally bounded relative to D, and D C dom G.

See the appendix for proof.

Lemma 4.3. For every { € CUD(= X), every mazimal solution ¢ to H with ¢(0,0) = & is complete.

See the appendix for proof.
With the hybrid closed-loop system H in , the set to asymptotically stabilize so as to solve
Problem B.1] is

A={zeX: e, =ex,n =0,0;, =a;, 7 =7, ,ui =n; —a; + o~ Vi, k € V} (15)

Note that e; = e, and 7; = 0 for all 4,k € V imply synchronization of the clocks, meanwhile a; = a;
and 77 = 7; for all 4,k € V ensure no error in the estimation of the clock skew and that the internal
and estimated clocks are synchronized, respectively. The inclusion of u; = —a; + ¢* in A ensures that,
for each i € V, e; remains constant (at zero) so that e; does not leave the set A. This property is
captured in the following result using the notion of forward invariance of a set.

Remark 4.4. Given that each maximal solution ¢ to H is complete, with the state variable T acting
as a timer for H, for every initial condition ¢(0,0) € C' U D we can characterize the domain of each
solution ¢ to H as follows:
dom ¢ = | J[tj,t;41] x {4} (16)
JEN
with to =0 and tj 41 —1t; as in (@ Furthermore, the structure of the above hybrid time domain implies
that for each (t,7) € dom ¢ we have
t<Tr(j+1) (17)
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Lemma 4.5. Given a strongly connected digraph G, the set A in is forward invariant for the hybrid
system H, i.e., each mazimal solution ¢ to H with ¢(0,0) € A is complete and satisfies ¢(t, ) € A for
each (t,j) € dom ¢ (see [20, Chapter 10]).

See the appendix for proof.

With the definitions of the closed-loop system H in and the set of interest A in ((15) to
asymptotically stabilize in order to solve Problem we introduce our main result showing global
exponential stability of A to . This result is established through an analysis of an auxiliary system
ﬁe presented in and its global exponential stability for the auxiliary set A, in , the details of
which, along with a proofs, can be found in Section

Theorem 4.6. Given a strongly connected digraph G, if the parameters To > T1 > 0, 4 > 0, h € R,
and v > 0, the positive definite matrices P1, P», and P53 are such that

PyAg, + Aj.Py <0 (18)
PsAy, + Aj,P3 <0 (19)
A;ZeXp(A;'c;1/)Plexp(Af2y)Ag2 —P <0 Yve[l,T] (20)
‘exp (52m) (1- @ﬂ <1 (21)
a9 a9
hold, where Ay,, Ay, are given in and
R1=1max {%7 %—52}, Ro = min{l, Iig}
H1:2Vg[1£¥2]’ exp (A}; v)Prexp (Ay, u)}
Ko € (O7 ;er[r%inT ]{)\mm(A;; exp (A}—2 v)Piexp (Af,v)Ag,—P1) }) (22)
a2:yg[1(%¥2]{ exp (2hv), Amax ( exp (A]T2 v)Pyexp (Ay, 1/)),

)\maa:(P2)a )\maw<PS)}

with € > 0, and 1 > 0 and Ba > 0 such that, in light of @ PyAy, + A} Py < —Pily, and P3Ay, +
A Py < —fBoly(,_1) then, the set A in s globally exponentially stable for the hybrid system H in

)

See Section for the full proof.
To validate our theoretical stability result in Theorem [4.6] consider five agents with dynamics as
in and over a strongly connected digraph with the following adjacency matrix

01101
1 01 00
Ga=11 0 0 1 0
0 01 01
101 10

Given T7 = 0.01, T = 0.1, and ¢* = 1, then it can be found that the parameters h = —1.3, u = 3,
v = 0.125, suitable matrices Py, Py, P3 (see [22] for details), and ¢ = 1.607 satisfy conditions
and in Theorem with k1 = 9.78, k1 = 31.44, k3 = 1, and ags = 18.923. Figure 1| shows the
trajectories of e; — ey, &4, for components i € {1,2,3,4,5} of a solution ¢ for the case where ¢ = o*
with initial conditions ¢.(0,0) = (1, —-1,2,—-2,0), ¢,(0,0) = (0,—-3,1,—4,—1), and clock rates a; in the
range (0.85,1.15). The bottom plot in Figure|l|depicts the Lyapunov trajectory V evaluated along the
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r33.61 0 0 0 420 0 0 0
0 2861 0 0 0 573 0 0
0 0 2535 0 0 0 475 0
p—| 0 0 0 2861 0 0 0 573
420 0 0 0 702 0 0 0
0 573 0 0 0 1113 0 0
0 0 475 0 0 0 149 0
L o 0 0 573 0 0 0  11.13)
526 -2.24
=024 754 (23)
1647 0 0 0 -236 0 0 0
0 647 0 0 0 -236 0 0
0 0 647 0 0 0  -236 0
pe| 0 0 0 647 0 0 0 -2.36
-2.35 0 0 0 790 0 0 0
0 -235 0 0 0 790 0 0
0 0 -235 0 0 0 79 0
L o 0 0 -235 0 0 0 7.90

solution ¢ with the upper bound given in projected onto the regular time domain. Observe that
the exponential bound provided in jumps along the solution, validating our theoretical results on
the exponential stability of the systemH

Remark 4.7. Theorem 4.5 not only assures that the proposed algorithm guarantees global exponential
stability of the set A defined in , but also that such a property is robust to perturbations — see
Section VI for details. It should be noted that the property is global in all of its variables, in the sense
that regardless of the initial condition for the state x of H, in particular, convergence (in distance) to
A is assured. These properties are not evident in other algorithms in the literature — in particular,
the initial conditions for the variables Tpew and Toq in [1, Theorem 1] need to be properly chosen to
avoid unboundedness of the update law.

Remark 4.8. Observe that condition (@ may be difficult to satisfy numerically as it may not be
convex in vy and Py. The authors in [25] utilize a polytopic embedding strategy to arrive at a linear
matriz inequality in which one needs to find some matrices X; such that the exponential matriz is an
element in the convexr hull of the X; matrices. Such an algorithm can be adapted to our setting.

5 Key Properties of the Nominal Closed-Loop System

5.1 Reduced Model — First Pass

In this section, we recast the hybrid system # into a reduced model obtained by setting u = n—a+o*1,,.
This reduced model enables assessing asymptotic stability of A. It is given in error coordinates for the
parameter estimation of the internal clock rate and also the error of the internal clock state. We let
€. = a—a denote the estimation error of the internal clock rate and e, = 7—7* represent the estimation
error of the internal clock state. The state of the reduced model is given by x. := (e,n,&4,6,,7) €
R™ x R™ x R™ x R™ x [0, T3] =: X. with dynamics defined by the data

N+ €a e
hn -vLe
fe(ze) = UE L Vae. € Cey Ge(we) := €4 V. € D, (24)
—&r — Eq Er
-1 [Ty, T>]

2Code at github.com/HybridSystemsLab/HybridClockSync
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Figure 1: (top) The trajectories of the state component errors e; — ey, €4,, and 7 for i € {1,2,3,4,5}
of the solution ¢ for the case where o = o*. (bottom) Plot of V(.) evaluated along the solution ¢
with the associated bound (denoted V3) given in projected onto the regular time domain.
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Figure 2: The trajectories of the virtual clocks 7; for i € {1,2,3,4,5} of the solution ¢ for the case
where 0 = o*.
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where C. := X, and D, := {x. € X. : 7 = 0}. This system is denoted H. = (C¢, fz, D¢, G¢). Note
that the construction ©u = n — a + o*1,,, which holds along all solutions after the first jump, leads to
eE=1n-+¢eq.

To relate the properties of the reduced model to those of the hybrid system H, we establish a result
showing an equivalency between the solutions of H in (14) and H. defined above. The result shows
that after the first jump, each solution ¢ to H is equivalent to a solution ¢ to H. when the trajectories
of the timer variable 7 for both solutions are equal. To facilitate such a result, we define the function
M : X — X, given by

M(z) = (e,n,a —a,7 — 1%, 7) (25)

where x = (e,u,n,7*,a,7,7), as defined in , and the function M : X: xR, x RY ) — X given by

e
n—(a—e¢q)+0*1,
n
M(-Ta 7, 7_*) = T—¢r (26)
a—¢&q
er+T7*
T

Lemma 5.1. Let Ty > Ty > 0, digraph G, and hybrid systems H and H. be given as in and ,
respectively. For each ¢ € Sy and eac ¢F € Sy, such that $(0,0) = M (¢°(0,0), $2(0,0), ¢-+(0,0))
and timer components ¢-(t,j) = ¢%(t,j) for all (t,5) € dom ¢, it follows that dom ¢ = dom ¢° and

o(t,7) = M(6°(t,5), d+(t,5), 6o+ (t,§))  W(t,5) € dom ¢ (27)

See the appendix for proof.
With the reduced model H. in place, we consider the following set to globally exponentially stabilize
for H.:
Asi={z. € X, : ej=ep,n;=0Vi,k € V,£,=0,e,=0} (28)
This set is equivalent to A in the sense that the point-to-set distance metrics |z|4 and |z|4. are
equivalent when the map M is applied, as demonstrated in the results that follow.

Lemma 5.2. Given sets A and A as in (@ and (@, respectively, for each v = (e,u,n,7*,a4,7,T),
Xe, T, and 7 such that x € X, (xe,7,7%) € X, andu=n—a+ o*1, then

and

‘M(xéa’f_vT*MA: ‘$|A (30)

With the stabilization set defined for H., we have the following result that shows that if the set A,
is globally exponentially stable for H. then the set A is also globally exponentially stable for H.
Lemma 5.3. Given To > T1 > 0 and a strongly connected digraph G, the set A in is GES for the
hybrid system H if A. in (@) is GES for the hybrid system H..

See the appendix for proof.

3Note that for a given solution ¢°(t, j) to He, the solution components are given by

¢ (t,5) = ($2(t,5), 05 (. 5), 65, (t.4), 62, (£, 5), $5 (L, 5))
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5.2 Reduced Model — Second Pass

Global exponential stability of A, for H. is established by performing a Lyapunov analysis on a version
of H. obtained after an appropriate change of coordinates, one where the flow and jump dynamics
are linearized. The model is obtained by exploiting an important property of the eigenvalues of the
Laplacian matrix for strongly connected digraphs.

To this end, let G be a strongly connected digraph. By Lemma and Lemma one has that
zero is a simple eigenvalue of the Laplacian matrix £ with an associated eigenvector vy = ﬁl N-

Furthermore, there exists a nonsingular matrix

T = [v1,T1] (31)
where 71 € RV*N~1 is a matrix whose columns are the remaining eigenvectors of £, i.e., [v, ..., vn],
such that 7 1LT = [8 2}
nonnegative eigenvalues of £ as the diagonal elements given by (A2, A3, ..., Ax), see [9], [10], and [27]
for more details.

To perform the said change of coordinates, we use T to first perform the following transforma-
tions: € = T le, 7 = T 'n, &, = T 'e, and &, = T 'e,. Then, we define vectors z = (%1, Z2)
and w = (’11_)1,11_12), where zZ; = (él,ﬁl), Zo 1= (ég,...,éN,ﬁQ,...,ﬁN), w; = <§a1,571), and wy =
(Bags -+ +8ansEras - - -+ Er, ). Finally, we define x. := (21, 2, W1, W2, 7) € R? x R2=1 x R? x RA"=1)
[0, T5] =: X. as the state of the new version of H., which is denoted H. and has data given by

where £ is the graph Laplacian of G and £ is a diagonal matrix with the

Aflzl By w: Ag z1
_ Ap, % By, s o Ag, % i
fe(xe):= |Apwr | + 0 Vxe € Cey, Ge(xe):i= w1 Vxe € D, (32)
Af4'LT72 0 W9
-1 0 [T, T5]

for each y. in 55 = A, and in 56 = {xe € X : 7 = 0}, respectively, with

[0 1 [0 I, [0
An=1o h}’ A= o hIm]’ AfS_[—l —1]
[0l 10 I 0
An=11, —Im]’ Brn=1o 0}’ Bff[o 0} (33)
1 0 [ I, 0
An=lo 0]’ A=y 0]

and m = N — 1. Then, 7:25 = (5’5, f;, INDE, CNJE) denotes the new version of H.. The set A, to stabilize
in the new coordinates for this hybrid system is given by

A= {xe € X. 1 21=(e"0), 20=0, 0, =0, W2=0, e* € R} (34)

In the following two results, we first demonstrate the relationship between the sets A, for 7?[5 and
A. for H. so as to solve Problem Then, similar to Lemma [5.3] we show that global exponential
stability of A. for H. implies global exponential stability of A, for H.. See the appendix for proofs.

Lemma 5.4. Let 15 > Ty > 0, digraph G, and hybrid systems He and H. be gien as in and ,
respectively. For each solution ¢ € Sy, there exists a solution ¢ € Sy_ such that ¢(t, j) = T'p(t, j) for

each (t,7) € dom ¢ if and only if for each solutions be Sy, there exists a solution ¢ € Sy, such that
(t,j) = T7¢(t,§) for each (t,j) € dom ¢, where T' = diag(T, T, T, T, 1).
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See the appendix for proof.

Lemma 5.5. Given 0 < T < Ty and a strongly connected digraph G, £ € A if and only if xc :=
I~ e Ao, where I70 = diag(T 4,7 L, 771,771 1) and T is given in . Moreover, for each
re € X: and each x. € X.
Xel 4, < 07 [ea, (35)
and
|[Zela. < |FHX€|AE (36)

See the appendix for proof.

Lemma 5.6. Given 0 <Ty <T3 and a strongly connected digraph G, the set A. is GES for the hybrid
system H. if and only if Ac is GES for the hybrid system H..

See the appendix for proof.

5.3 Parameter Estimator

Exponential stability of the set A, for ”;qs hinges upon the convergence of the estimate a to a. We
present a result establishing convergence of a to a by considering a model reduction of H.. To this
end, consider the state x., := (w1, w2, T) € R? x R2("=1 x [0,Ty] =: X.,. Its dynamics are given by
the system H., = (C-,, f,, De,, Ge,) with data

~ Af3?I11 ~ ~ w1 ~
fer(Xe,) = Af4w2 VXe, € Ce, = A:,, Ge(Xe,) = Wa VXe, € De, = {Xe, €Xe, : 7=0}
-1 [Ty, T5]

For this system, the set to exponentially stabilize is given by
A., == {0} x {0} x [0, T3] (37)

In the next result, we show global exponential stability of the set flg,, for ﬁe,, through the satisfaction
of matrix inequalities. See the appendix for proof.

Proposition 5.7. If there exists a positive scalar p and positive definite symmetric matrices Ps, P3
such that, with Ay, and Ay, as in ,

PyAp, + AjPy <0 (38)
PsAp, + Aj, P <0 (39)

hold, then the set ./Lr is globally exponentially stable for the hybrid system 7:2&. Furthermore, every
solution ¢ to H., satisfies

ot . alf)g < F_}/B
t ~ < ,/—=e -
iy, <[22 e (-

(t+7))16(0,0) 1. (40)

w2

for each (t,j) € dom b, with ag, = Min{Amin(P2); Amin(P3)}, @w, = max{Amaz(P2); Amaz(Ps)},
B >0, and ¥y = min{l — v,~T} }.

See the appendix for proof.
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5.4 Proof of Theorem [4.6]

Consider the following Lyapunov function candidate for 7:25

Vixe) = Vilxe) + Valxe) + Vo, (xe) Yxe € A: (41)
where
Vi(x) = exp (2h7)7}
Va(xe) = 2y exp (A[,7)Prexp (A, T)%
VgT,(XE) = U)irpgwl + U);P31D2
Note that there exist two positive scalars aq, as such that
al|X€’i{£ <Vixe) < a2|X€‘i{E Vxe € C.UD. (42)

With Py positive definite and noting the nonsingularity of exp (Ay,7) for every 7, we have

a1 = min { exp (2hv), Amin (exp (A]T2 v)Pyexp (Ap,v)),
ve(0,T2]

)\min(PZ); )\mzn(PS)}
and ag as in . For each y. € C’E, one has
(VV(Xe), fe(xe)) = 225 (exp (A}, 7)Prexp (Ag,T)) By, ws
+ wir (PQAfS + A};Pz)wl (43)
+ w;(PgAﬁL + A}lpg)wg

Now, by noting and , with 81 > 0 and B2 > 0 such that P,Ayp + A};Pg < —p11, and
P3Ay, + A};Pg < —p51 then one has

(VV(xe), f=(xe)) < k1|22l W] — Bi|w1|* — Bo|ia|? (44)

where

—9 Al V)P A B
m =2 max [exp (47,1)Prexp (Apv)|| Byl

Applying Young’s inequality to k1 |Z2||ws], ﬁwe obtain

~ K K1€
(VV (), foxe)) < ool + 75
€ 2

K1, _ _ K1€ _
< 5 |Zo|>~B1 w1 |? + (7 - ﬂ2) |10 |?
€ 2

\71)2|2—51 |1 !2—52|w2|2

where € > 0, we then upper bound the inequality by picking the largest coefficient, i.e, K1 = max {ﬂ (m

2e?
52) }, leading to
<VV(X€)7f~E(X€)> < ki1
<

(

(
< R (iV( (46)
S K1 Xs))

4In particular, we are utilizing the relation ab < g + # where a,b € R and € > 0.
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Now, for the analysis across jumps, note that for all x. € D., 7 = 0. At jumps, 7 is mapped to some
point v € [T}, Ts]. Then, at jumps, for each g € G one has

V(9)-V(xe) = =it =2 P17

+(AgyZ2) " exp (Af,v) Prexp (Af,1)(Ag, 22)
2

-

+2Z, (A—r exp (AT V)P exp (Ap,v)Ag,—P1)Z

|2

~|71 [P ~ka|Z2|?

<
< —/7&2(|?71!2 + !22\2)

where k2 = max{1, k2} and, by continuity of condition , ko > 0 such that

K€ (O —ver[rTlinT2 /\mm(A exp (Af v) Py exp (Ay,v)A,, —P1)>

for where we have

V(g) = V(xe) < —Re(|Im|* + |2/?) (48)
Utilizing the upper bound «s from the definition of V' in , for all x. € D., one has
V(xe) < ao(|imf* + |22 + [@]?) (49)

Dividing by ae and rearranging terms, one has
1
~(Iml?* + |2*) < ~o (X + jwl? (50)

Then, by inserting (50]) into (48|,
V(g) = V(xe) < —Ra(Im|* +|22|?)
_ 1 _
Vig) = Vixe) < Fag( — —V(xe) + |w|2)
g

Vig) < —ZV(XE) + Rolw|? + V(xe) (51)

V(g) < (1= 2)V () + Rl

Now, by noting that (VV(x.), f(xe)) < Z;V(Xs) and by (5 , pick a solution ¢ to H. with initial

condition ¢(0,0) € C-U D.. Let the jumps of ¢ occur at times (tj,j) €{y 3t : (¢,5) € dom ¢}. For
each (t,7) € [0,t1] x {0} one has
K1
V(£,0) < exp (Z-41)V(0,0) (52)
2

At (t1,1) )
Vit 1) < (1= 22 )V (00,0 + Rol(in, O

IN

(1_@> exp (ﬂ tl)\/(o, 0) + Ra|@(t1,0)|?
Qo (0%)]
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Then, for each (t,j) € [t1,t2] x {1}
K
V(1) <exp (T2t 1)) Vit )

< exp (%(tg — tl)) [(1 — Z) exp (Rl 751)‘/(07 0)

< exp (—(tg - tl)) (1—@—?) exp (—tl)V(O, 0)
+ exp (072(@ - tl))RQW)(tlv 0)[?
— exp (7752) (1 - ;;)V(o, 0)
+ exp (*(tz — tl))f?ézm(tla 0)|2
At (t2,2) _
V(t2,2) < (1= 2 )V(ta, 1) + Rl (t2, 1)
< (1 _k exp (Z; t2> (1 — Z)V(O, 0)

2
I
Fexp (2 (12— 1) Rl (tr, 0)*holid(t, 1)
K1 Ko\ 2
< — _ £

< exp (a2 t2> (1 ) V(0,0)
E _ - 2 — 2
(G ta = 10) ) a1, O) + (o, 1)

A general form of the bound is given by

V(t,j) < exp (Z;tj) (1—?)%/(0, 0)

u o (53)
+ 52(;@@ CRUTE M)

Noting that ;1 —t; <15 and % > 0, the latter term can be further bounded as

J _
_ K1 _
Féz(ZGXP(E(tk+1—tk))’w(tkak—l)’2)
k=1 2
_ K1 e 2
S H2eXp(a72 TQ)Sup(tJ)Edom(bh’U(t?])’

Moreover, since t; < T5(j + 1) and % > 0, we can also put a stricter bound on the first term in

as follows: B o
J
exp(ﬂ tj) (1—@) V(0,0)
a9 (%)

< exp(2 TQ(j+1)) (1—’;2)%(0, 0)

< exp(ﬁTg) (exp (Z; TQ) (1—@)>jV(O, 0)

a9 Q2
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Thus . ' 1 K1 Ko J
(t.5) < exp (072 7,) (exp (072 ) (1- 072)) V(0,0) 50
+ Ko exp (% TQ) Sup(t,j)edonmfﬁ’u_)(t’j)‘2

Then, from the result of Proposition we have

ol )] <[22 exp (-5 —) 30,0,

with ag, = min{Apin(P2), Amin(P3) } and aup, = max{Amaz(P2), Amaz(P3)}. Now, to improve readabil-
ity, we have omitted including the use of the notation V((fg(t, 7)) when evaluating V' along the trajectory
for the solution ¢ opting instead for the use of the state components of x. directly. In particular, we
remind the reader that the notation w(t, j) corresponds to the w component of a solution, i.e., ¢z (¢, 7).
Thus, we have

V(t,5) < exp (Z; 1) ((exp (@ ey (1—@))jV(o, 0)

a2

exp (-2t +.9) 60,0, (55)

+ 2 exp < T2> 200
w2

Oy

Y(t,j) € dom ¢

Now, combining the inequality with and noting V(¢(0,0)) < az|¢(0, 0)|iI one has

ot )G < apt (a2|¢(0, 0)&8) exp (R; T2)~( exp (Z; T2) (1—22))j
+ Ko exp ( T2> on €xp (2_3{3

w2

2
(t+1)) 160,004
V(t,7) € dom ¢

Then, taking the square root on both sides, one has

i =200, e (52 1) (e (5o m) (1-52))

+¢5exp(2a2T2)\/ 295 ey (22 (14 ) 100,00 o0

w1 w2

Y(t,j) € dom ¢

By the given conditions, the set A, is globally exponentially stable and attractive for ﬁe. Now, by
utilizing Lemmas - we can establish global exponential stability to the set A, for H,, in turn
we can then make use of Lemmas - to then show that the set A is globally exponentially stable
and attractive for H in .

6 Robustness to Communication Noise, Clock Drift Perturbations,
and Error on o

Under a realistic scenario, it is often the case that the system is subjected to various noise disturbances.
Environmental factors can affect the internal clock dynamics and introduce noise to the communication
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medium in the form of communication delay. In this section we present results on input-to-state
stability (ISS) of the system when it is affected by such sources of noise. We will first present an
ISS result on the parameter estimation sub-system when it is subjected to noise on the internal clock
output, we will then present an ISS result that considers communication noise, last but not least, we
will present an ISS result on noise introduced to the desired clock rate reference o*. We will henceforth
refer to the following notion of ISS for Hybrid Systems in the presentation of these results, defined as
follows:

Definition 6.1. (Input-to-state stability) A hybrid system H with input m is input-to-state stable with
respect to a set A C R™ if there exist § € KL and k € K such that each solution pair (¢, m) to H

satisfies |6(t, )| 4 < max{B(6(0,0) 4.t + ), A(|mloo)} for each (t,j) € dom ¢.

6.1 Robustness to Communication Noise

We consider the case when the measurements of the timer 7; is affected by noise m., € R, 7 € V. As a
result, the output of each agent is given by 7; + m,,. In the presence of this noise, the update law to
77;' in the hybrid controller in lb becomes

nr==y > (vi— k)

kEN(3)
=7 Z (7~—i - %k) -7 Z (mei - mek)
kEN (i) kEN(3)

Performing the same change of coordinates, as in the proof of Theorem we show that 7. is ISS to
communication noise me := (Me,, Mey, - - -, Me,,) € R™. Recalling the change of coordinates € = T le
and 7 = T 1n, let me = T 'me. The update law 77, is given by 7t = (0, —yLe — vLm.) with M
unaffected by the communication noise. B

Using the update law for 77 under the effect of m., we define the perturbed hybrid system H,, with
state vector xp, = (Z1, 22, W1, w2, T) € X, where, again z; = (é1,71), Z2 = (ég,...,éN,ﬁQJ...lﬁN),

w1 = (€4, ), and Wy = (Eags -+ sEapyrErgy - -+, Em, ). Moreover, let mz, = (0,m.). The data (C’m,fm,Dm,ém)
for the new system H,, is given by

fm(Xm) = ,E:(Xm) VXm € ém

0

m ~
Gm(Xm>ms) = Gs(Xm) - 0 VXm € D

0

0

where Cy, := Xz, Dy, := {Xm € X, : 7 =0}, and By = [O VE]T.

Theorem 6.2. Given a strongly connected digraph G, if the parameters To > T1 > 0, 4 > 0, h € R,
v > 0, and positive_definite symmetric matrices Py, P>, and P3 are such that (@) and hold,
the hybrid system H,, with input m. is ISS with respect to A. in . Furthermore, for each
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(t,j) € dom ¢ every solution ¢ to Hon satisfies

a9 R1 K1 K2 J
=00 e (o ) (0 (50,%) (3.,)
DIFEESEC o>|,4€exp(2a2 ) (e (50 72) (150

01 2 w2
+ ﬁmz €xp ( >\/ sup |m22 (tvj)‘Q
t,j)edom ¢

Proof. Consider the same Lyapunov function candidate V' (x.m) = Vi(xm)+ Va(Xm) + Ve, (Xm) from the
proof of Theorem [£.6l During flows, there is no contribution from the perturbation thus the derivative
of V' is unchanged from the proof of Theorem Thus, one has

<VV(Xm), f(Xm)> < 25;—(6Xp A};TP exp AfQT)BfQ'LDQ + ’LI_JI(PlA]% + A};Pl)u_q + IU;—(PQAJQI + A};PQ)’LUQ

then by following the same notions of the proof in Theorem one has

5 K K1€
(VV (), ) < GH122f? = Brlr + (55 = B ) [@al?
< Ri(|Zf® + |01 + [@2]?)
< R1V(x)
where k1 = max{ze, <m — 62)} and € > 0. At jumps, triggered when 7 = 0, one has, for each

Xm € Dy \ Az and g € Gon(xm)
V(g)*V(Xm) < *ﬁ% + (AQQZQ - Bgmiz)TQ(AwE? - Bgmfz) - Z;—PPE?
—ﬁ% + (AQQZQ)T exp A};Tpl exp A, 7(Ag,Z2) — Z(Bgfnz—a)—r exp A};TPl exp Ag,7(Ag,%2)

+ (Byins,) " exp AJI2 TPy exp Af,7(Byinz,)—Z; P17z
(58)
From 20| and the proof in Theorem [£.6] there exists a scalar kg such that

22 (Ag2 exp Af2vP1 exp ApvAg, — P1)Zy < —522;22

leading to
V(9)—V(Xm) < =0} — K27y Z2 — 2(Bginz,) " exp Aj, 7Py exp Ay, m(Ag, %) + (Bgimz,) " exp Aj, 7Py exp Af,7(Bgmsz,)
Let @ = exp A};TPl exp Ay, 7, then applying Young’s inequality on the third term such that o
mLB] QA < 5 (LB QA) (L] Q4,) + 2l
< —’ (B, QAg,)(B) QAy,) ’m Mz, + %22;22

where €2 > 0, we then have
€
V(9)=V (xm) <~ — K2Z3 32_(7‘ (By QAg) (B QAw) "Mz, + 52 2)
+ m22Bg QBgm22 (60)

_ €2\ _T_ 1 T -
_77% - (’i2 + E)Z;ZT’_(‘B;QBQI_E’(B;QA_%)(B;QAQ)T‘)mZTQm@

IN
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by noting |Ag,|, |By| < YAmaz(L) let
1 2
Ky = ()\max(ﬁ)) Uér[loa%(ﬂ {)\max ( exp AJTQUPl exp Ay, v) }

then we let e = k9 and
V(g) = V(xm) € =7 = (k2 + )7 2+ (12K, — ;v‘*mfm)m;mm
now let K, = (’yzme — i’y‘lnfﬂz) then at jumps one has
V(9) = V(xm) < —Ro(|[* + |22[*) + R[5, | (61)
where ko = max {1, 3%} Now, recall from in the proof of Theorem
(il + [2P) < - V(xe) + [af (62)

by then plugging in to (118)) one has

3K 1 _ -
Via) =V ) < 5 (~ V) + 10f) o+ oy,
3/42 3/@2

< —EV(XE) + 7@\2 + g |02, |

then at jumps one has

3r2
2

3K9

Vig) < (1-22)V(xe) +

200 ‘1D|2 + Rm2’m22|2

Noting (VV(xe), f(xe)) < EV(Xe), one can then pick a solution with initial conditions ¢(0,0) €
Cm U Dy, and find the trajectory of V(¢, ) is bounded as follows

V(uj)5;eXp(g15)(exp(Ria)(1—-Szz))jvxo,o)

3/4)2 _ _ .
+ N exp (/i TZ)Sup(t,j)€d0m¢>|w(ta])’2

- K _ 2
+ Rin, €XP (ETQ) SUDP (¢ j)edome| Mz, |

6.2 Robustness to Perturbations on Internal Clock Drift

In this section, we consider a disturbance m,» € R, ¢ € V added to the output of the internal clock.

Let y7 "= T, 4+ msx, © € V, define the perturbed internal clock output. Then the dynamics of the
original estimation system in under this disturbance becomes

fi=ai—(fi—yl ), ai=-u(fi—yl ) T€[0,Ty (63)
=, ot = a; r=0

K3
. _ N . o 1
In error coordinates €4, = a; — a;, €5, = 7; — 7, , this leads to
€r; = —Er; — Ea; + Mrr, €a; = [iEr, — UMy 7 € [0, T3]

1
+ _ + _
€ = Ers €4 = Ea; T =
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Similar to the result presented in Proposition for the estimation sub-system we will consider the
same reduction 7—~[€T that now captures the perturbation. Recall the coordinate transformations &, =
T e, and & = T e, for the respective internal clock and parameter estimation errors. Moreover,
recall W = (W1, W) where w1 = (84,,&r ) and W2 = (Fay, - -+ s EaysErgs - - - > Ery ) Lt M = T Imy« and
4= (q1,q2) where q1 = (Mry,Mrr) and G = (Mry, ..., Mrx, Marx, ..., Mrx). Now, consider the reduced
coordinates vaa::~(u71, wa, T) € R™ x R™ x [0, T3] =: A.. The data of this reduced system is given by
Hum, = (Ce, fe, De, G-) where

_ —Af371)1 Bml(ﬁ _
fmr (er) = Af4u_)2 + Bmg@Z Ver € Cmr
1 0
~ [ wl ~
Gy (er) = w2 Ver € Dy
| [T1, T3]

where C~’m7, = X, ﬁmr :={xm € Xz : 7 =0}, and

0 I 0
Bmlz[g 1]’3’"2:[% 1}

Theorem 6.3._If there exists a positive scalar v and positive definite symmetric matrices Pa, P such
that (@ and hold, the hybrid system Hp,, with input m.« is 1SS with respect to A, .

Proof. Since the matrices Ay, and Ay, are Hurwitz and the states w; and w2 do not jump, we can
estimation system as a continuous time system and write the solution explicitly for the states w; and

wWo.

¢151 (ta ]) = eXp(Afs (t - 0))¢ﬁ)1 (07 0)
t B (64)

+/ exp(Ayg, (t — 5))Bm,qi(s)ds
0
and

¢ID2 (ta ]) = eXp(Af4 (t - 0))¢@2 (07 0)

(65)

t
+/ exp(Ay, (t — 5))Bm,G2(s)ds
0
then by bounding | exp(Ay, (t—0))|<p1exp —A1(t — 0) and |exp(Ay, (t—0))|<p2exp —A2(t — 0) one has
|Gw; (£, 5)] < prexp —A1(t = 0)¢a, (0,0)]

t
+ [ esp=xilt = 9)|Bo (9] ds 6)

B
< prexp (e = 0166, 0,0) + 2222 sup [g5(5)
>85>

and
[P, (t, )| < p2exp —Aa(t — 0)|pa, (0,0)]

t
+ [ prexp=alt = )| By 22 (67)
B, _
< p2exp —Aa(t — 0)|¢w, (0,0)] + P2\ Bino| sup |g2(s)]

A2 o<s<t
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6.3 Robustness to Error on o

In this section, we consider a disturbance on ¢* to capture the scenario where ¢* is not precisely

known, i.e., 0; # o*. Let ¢,, = 0; — 0™ represent the error between the injected and the ideal clock
rate. Treating e, as a perturbation to the system H., one has

n—+eq Eo
hn 0
Te = UEL + 10 Vx. € C;
—E;r — &g 0
-1 0

xl € (e, —~Le,Eq,Er, [Tl,Tg]) V. € D,

To show how the perturbation affects ﬁg, let &, = T ey, then let My, = (My,, Mo,) Where My, = &4,
and Mgy = (g, -1 E0m)-

We define this perturbed hybrid system ﬁmv with state vector x,, = (21, Z2, W1, W2, T) € Xe. Its
dynamics are given by the new system Hp,, = (Conos fings Ding> Gm,) with data fr, (xm,) for each

Xmo € Crmy := X and Gy, (Xm,) for each Xom, € D, = {Xm, € X: : 7 = 0} where

Aflzl + Bfl’wl Mo,
~ Af2z2 + Bf21fl2 Mg,
fmo (Xm,) = Ay, + 0

Ajg, W 0
—1 0

_ _ _ _ T
Gma (Xmo‘) = [[Agl Zl]T’ [A;QZQ]Tv wlTa w2T7 [leTQ]]

Theorem 6.4. Given a strongly connected digraph G, if the parameters To > T1 > 0, 4 > 0, h € R,
v > 0, and positive definite symmetric matrices P1, P, and P3 are such that (@) and hold, the
hybrid system Hy,, with input my is 1SS with respect to A. given in .

The proof of this result largely follows the same approach used in the proof of Theorem namely,
a Lyapunov analysis using the function candidate V' in . Since the disturbance is present during
flows, we show that the derivative of V' can be upper bounded resulting in a bounded disturbance in
V when evaluated along a given solution to H,,, ; see [22] for more details.

Proof. Consider the same Lyapunov function candidate from the proof of Theorem expressed for

Xme
V(Xme) = Vi(Xm,) + Va(Xmy) + Ver(Xm, )

The contribution from the perturbation only affects the system during flows. For each x,,, € C’ma the
change in V is given by
<VV(chr)’ fma' (Xmo')> S 22; exp A};Tpl eXp Af27-(Bf2w2 + maZ)
+w] (PLAyg, + AP )Wy + @ (P Ag, + Af, Py)y
From conditions and , let PAy, + A};PQ < —f11 and P3Ay, + A}ng < —f21 then one has

K1

B; ’\52“77”0@\ — Biliwn [ — Ba|wa|? (68)
2

(VV (Ximo )s Frno (Ximy ) < K1|Z2]| 2| +
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then applying Young’s equality to the first and second terms one has

~ K1€ K1 K
(VV (X )s Fng (Xima)) < *|- P+ 5ol + 2o + =2, | — i1 |2 — Bo|iba?
20|By,| 2|By,| 69)
K1 K1 _ 2 <I{16 ) 2 K1p | _ 2
< - _
< (5 + gm0 + (55— &)l = Bl + 5|
Since |By,| = 1 then
(VV (Ximo)s Fng (Xmo)) < R(|22]* + w1 ]* + | 2]?)
K1p 2
+ 5 My | (70)
< RV (xe) + 2L, 2

2

where £ = max {’;—i + '2%, (% —62) } and €, p > 0. Since the perturbation does not affect the system at

jumps then, recall from the proof of Theoremthat, across jumps for each x,, € Dm” and g € C;’m(,
one has

V(g) = V(xm,) < —77%4‘52 (AT exp Af vPrexp Ap,vAg,— P1>22

leading to the following bound
K
Vio) < (L= 22 )Vixe) + ol

from . Then a general bound for the Lyapunov trajectory is given by

K J
V(t.j) < exp (R13) (exp (FT3) (1 - %)) V(0,0) + Ra exp (8 T2)sup(e)cdomol D (t, )|
(71)
K1p

¢
T | exXp (Rt = 7))o, |
0

O]

6.4 Noise on the communication and clock rate reference ¢* with aperiodic com-
munication events

Example 6.5. In this example we demonstrate the system H robustness to noise on the communication
channel and the clock rate reference o*. Consider the same system presented in Example 7?. Figure
@ shows ISS for the trajectories of the errors e; — ey for the components i € {1,2,3,4,5} of a solution
¢ for the case where the system is subjected to communication noise me,(t,5) € (0,1) and noise on
the clock rate reference mes (t,j) € (0.85,1.15) for all (t,j) € dome, respectively. Moreover, after
the respective transient period for each case, the norm of the relative error |e; — eg| for each solution
converges to an average value of 0.0229 when subjected to noise mgr and 0.0549 for noise me,.
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Figure 3: (top) The trajectories of the errors e; — e, for the components i € {1,2,3,4,5} of a solution
¢ for the case where the system is subjected to communication noise m,; (top), noise on the internal
clock output m, (middle), and noise on the clock rate reference m,: (bottom).

6.5 Robustness to Communication Event Delays

In this section, we consider communication delays and show that the asymptotic stability of H is robust
(in a practical sense) to them. To model communication delays, we define a new hybrid system, denoted
Hs, that is an augmentation of H. implementing the following mechanism: when a communication
event is triggered due to 7 reaching zero, the information to communicate is stored in a memory state
and only available to the agents after T° seconds after.

Inspired by the results in , we analyze communication delays by defining a higher-order model
that implements a mechanism that memorizes the information at the original event and updates the
state of the system after the delay. To construct such higher-order model, the state vector x of H in
(14) is decomposed into x1 and x5, where x1 is composed of the states that are independent of a delay
and x9 represents the state components that are affected by the delay.

To this end, let x* = (x1,22) € X* := A} x Ay where 1 = (e,7",a4,7,7) € X, where &} :=
R™ x RZ, x R™ x RZ,, and z2 = (u,n) € Xy, where A5 := R" x R". We rewrite the hybrid model H
in for the new state vector z* by defining the hybrid model

H* = (C*, f*, D*,G*) (72)

28



which is equivalently to H by with slightly different notation. In fact, the data (C*, f*, D*, G*) is given
by (&,7*,a, 7,7, 1,10) = (a+u— 0Ly, a, —pu(7 — ), 6 — (7 — 7%), =1, hg — (7 — 7%), hng) =: f*(x*) for
each 2* € C* and (et,7* ", at, 7,7, ut, nt) = (e, 7%, 4,7, [T1, Tb), —yLe—a+0*1,, —vLe) =: G*(z*)
for each z* € D*, where C* := X* and D* := {a* € X* : 7 = 0}. In this setting, the set of interest is

AT i={a" € X" 1 e; = e, = 0,4; = a;, 7 = 7 (73)
up=1;—a;+0" Vi, k € V}

Given that H* is a rewritten version of H, the following two results are immediate.
Lemma 6.6. The hybrid system H* satisfies the hybrid basic conditions defined in [21, Assumption
6.5].

Lemma 6.7. The set A* is asymptotically stable for the hybrid system H*.

With the formulation of ‘H*, we are now ready to define the augmented model that allows for the
analysis of delays on communication events. Given the partition of z* into non-delayed and delayed
components x1 and x2, respectively, let G : X* = X1 X Xy x Xy be a set-valued mapping such that

G(a*) = P(G*(x") x {w2})
for every x* = (x1,x2) € X* where
P(y1,y2,22) = (y1,%2,72) V(y1,y2, 22) € X1 X Xy X A
Given a class-Ko function o and a continuous function p : R” — R>q for every T5 > 0 let

Cr:={a" € X" : (" 4+ a(T5)p(z")B) N C*}
fr(@®) = (¢ + a(T5)p(z")B) N C7) + a(T5)p(z")B

We can now define the delayed hybrid system augmented from H*, let
H(S = (057f5aD57G5) (74)

with state x5 = (2%, pu, 75) € Xps := X* x Xy X R where u € Xy, and 75 € R is given by the following
data:

Cs == (Cr x {02,} x {=1}) U (Cp x R*™ x [0,T°)) (75)
fs(xs) = fr(z") x {02} x {—min{rs + 1,1}} Vaps € Cps (76)
Ds := (D* x {02,} x {=1}) U (&1 x Xy x R*™ x {0}) (77)

Gy {@(m*) % [0,T9) if 25 € D* x {09y} x {—1} 78)

({/Cl,u,OQn, —1) if X1 X Xy x R2n X {0}
The augmented components p and 75 define the memory state of the post-jump value of the delayed

state xo and the timer variable that regulates delays, respectively (see [28] for more details).
For the robustness analysis of the delayed system, we consider stability of Hs to the set

As = A" x {02} x {1} U (P(A x cl(A3)) x {0}) (79)

where A3 is the projection of A* onto Xj.

In order to show that the analysis of the augmented system Hgs applies to the recast system H*
and thus our original system #, the following results from [28] establish the equivalence between the
two systems.
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Proposition 6.8. Given a solution ¢ = (P, Pr,) of H*, let {tj}}'jzl be the sequence of jump times
Of ¢$*7 7:'6'7

(tj.4),(tj, 5 — 1) € dom ¢p= Vie{l,2,....,J}NN,J:=sup{j: 3t (t,5) € dom ¢~}  (80)

Consider the function ¢g; : dompys — X* x X9 X R, where
J
dom ¢ps :=A{(t,7) : (t,7/2) € dom ¢y} U (U (tj,25 — 1)} ) (81)

and for every (t,5) € dom ¢z; ¢z5(t,7) = (Ppa=(t,7/2), Oopn, —1) if j is even, and

Gus (8,7) 7= (P (t, (5 +1)/2), by (E, (5 = 1)/2), $a (¢, (5 +1)/2),0) (82)

if j 1s odd. Then, ¢55 is a solution to H*. Moreover, ¢g; is mazimal if ¢z« is mazimal.

Lemma 6.9. Let ¢p; = (¢px, b, Pr5) be a mazimal solution of Hrps satisfying ¢-(0,0) = —1, where
Gzr = (Puy, buy). Then, for every (t,j) € domey,,

(02, —1) if 7 is even

(e, (t,5 +1),0) if j is odd (83)

(u(t, ), 7(t,5)) = {

Moreover, the function ¢z« : dompz — X* | where domepy = {(t,7) : (t,2j) € dom ¢z} and
G+ (t, ) = ¢as(t,27) for all (t,7) € dom ¢g=, is a mazimal solution of H.

Lemma 6.10. Given any T > 0, the augmented hybrid system Hs satisfies the hybrid basic conditions,
and the set F((x + ap(T)p(x)B) N C) is convex for all x € Cr.

Definition 6.11. Given an open setUd C R", a continuous function w : U — R>q is a proper indicator
of a compact set A CU on U if the following hold:

e w(x) =0 if and only if x € A.
e Given any sequence {z;}52) € U, lim; o0 w(z;) = 00 if lim; 00 |7i]| = 00 or lim; o0 |T4|rr\yy = 0.

With the formulation of the recast system H* and the augmented delayed system Hgs we can apply
the following results from [28]. Note that in the following results Hg refers to the case where T° = 0
for the system H; (see [28] for more details).

Proposition 6.12. Under Lemmas 2.2 and 4.2, the set A* is compact and the basin of pre-attraction
Bﬁﬁ of the set As is open. Moreover, for every proper indicator w of As on Bi(s, there exists a class-ICL
function B such that every solution ¢g of Ho originating from Bﬂé satisfies

w(¢0(t7j)) < B(w(¢0(070))7t +.7) V(t,j) € dom ¢0 (84)

Theorem 6.13. Suppose that the conditions of Proposition [6.19 hold. Consider the basin of pre-
attraction Bp of As, along with any proper indicator w of A5 on Bz and any class-ICL function [
satisfying (8 for every solution ¢g of Ho originating from Bp . Then, for every compact set K C Bp A
and every € > 0, there exists T® > 0 such that every solution qu(; of Hs originating from K satisfies

W(pzs(t,7)) < B(w(¢z,(0,0)),t4+7)+¢ V(t,j) € dom ¢y (85)
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Theorem 6.14. Given a strongly connected digraph G, if the parameters To > T1 >0, 4 > 0, h € R,
v > 0, and the positive definite symmetric matrices Py, P, and P3 are such that the conditions in
Theorem @ hold, then the set A is semiglobally practically asymptotically stability with respect to T°
for H in , namely, for each compact set K C X and each € > 0, there exists a KL-function 5 and
T9 > 0 such that each solution ¢° to H with ¢5(O,O) € K and with communication delay no larger
than T satisfies |¢°(t,§)|a < B(|¢°(0,0)|4,t + 5) + € for all (t,5) € dom ¢°.

Proof. Pick a solution ¢ € Sy with ¢(0,0) € C'UD. Observe that for any solution ¢ to H there exists
an equivalent solution ¢* to H* moreover, via Proposition 6.8, Lemma 6.9, Lemma 6.10 there exists
an equivalent solution ¢,; to Hs. Thus, by the result of Theorem 6.13, it follows that the system H is
semiglobally practically asymptotically stable to A with respect to 77. O

7 Comparisons and Examples

In this section we compare our algorithm to several contemporary consensus-based clock synchroniza-
tion algorithms from the literature through a numerical example. In particular, we consider a four
agent setting and simulate each algorithm presented in [15] (PI-Consensus), [17] (RandSync), and [1]
(Average TimeSync) to our hybrid algorithm HyNTP as in . We have restricted our comparison
to these algorithms due to their shared assumptions on the underlying communication graph being
strongly connected. Our first example considers the nominal case of zero noise and a fixed communica-
tion event period. The next example also considers the nominal case but with aperiodic communication
events. We then present an example where the systems are subjected to communication noise with
aperiodic communication. Our final example considers the case of noise on the clock rate while also
being subjected to aperiodic communication events.

7.1 Nominal case with fixed communication event period

Consider N = 4 agents with clock dynamics as in and over a strongly connected graph with
the following adjacency matrix

Ga = (86)

_ o = O
S = O =
—_— O = O
o O

and a dwell time between communication events 7" = 0.15. The initial conditions for the clock rates q;
and clock values 7; for each i € V has been randomly chosen within the intervals (0.5, 1.5) and (0, 200),
respectively.

For the HyNTP algorithm, we let 77 = T» = T = 0.15, and ¢* = 1, then it can be found that
the parameters h = —2, y = 3, v = 0.06 and ¢ = 1.607 with suitable matrices P;, P», and Pj5 satisfy
conditions and in Theorem [4.6] with &1 = 6.86, k1 = 22.98, ko = 1, and o = 16.93.

Figure {4| shows the trajectories of e; — ey, g4, for components i € {1,2,3,4,5} of a solution ¢ for
the case where 0 = o*
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Figure 4: The evolution of the trajectories of the adjustable clocks 7; for each clock synchronization
algorithm. From top to bottom, HyNTP, Average TimeSync, PI-Consensus, and RandSync.
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Figure 5: The evolution of the trajectories of the adjustable clock rates a; for each clock synchroniza-
tion algorithm. From top to bottom, HyNTP, Average TimeSync, PI-Consensus, and RandSync.

7.2 Nominal case with aperiodic communication events

Consider the same N = 4 agents with clock dynamics as in and over a strongly connected graph
with the following adjacency matrix

1
0
ga = 1

_ o = O
— O = O
— O

0

(=)

and aperiodic communication events such that successive communications events are lower and upper
bounded by 77 = 0.1 and T = 0.5, respectively. The initial conditions for the clock rates a; and
clock values 7; for each ¢ € V has been randomly chosen within the intervals (0.5,1.5) and (0,200),
respectively.

For the HyNTP algorithm, setting o* = 1, it can be found that the parameters h = —2, up = 9,
v = 0.06 and € = 4.752 with suitable matrices Py, P», and P satisfy conditions and in
Theorem@with k1 =2.02, k1 =19.22, K3 = 1, and ay = 44.03.

Figure [1| shows the trajectories of e; — ey, g4, for components i € {1,2,3,4,5} of a solution ¢ for
the case where o = o*.
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Figure 6: The evolution of the trajectories of the adjustable clocks 7; for each clock synchronization

algorithm. From top to bottom, HyNTP, Average TimeSync, PI-Consensus, and RandSync.
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Figure 7: The evolution of the trajectories of the adjustable clock rates a; for each clock synchroniza-
tion algorithm. From top to bottom, HyNTP, Average TimeSync, PI-Consensus, and RandSync.

7.3 Communication noise with aperiodic communication events

Consider the same N = 4 agents with clock dynamics as in and over a strongly connected graph
with the adjacency matrix given in and aperiodic communication events such that successive
communications events are lower and upper bounded by 77 = 0.1 and 75 = 0.5, respectively. The
initial conditions for the clock rates a; and clock values 7; for each i € V has been randomly chosen
within the intervals (0.5,1.5) and (0, 200), respectively. Moreover, consider the case where the system
is subjected to a communication noise m,(t,7) € (0,1) on the clock measurements.

For the HyNTP algorithm, setting o* = 1, it can be found that the parameters h = —2, p = 9,
v = 0.06 and € = 4.752 with suitable matrices P;, P», and P satisfy conditions and in
Theorem [4.6] with 71 = 2.02, k1 = 19.22, ko = 1, and as = 44.03.
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Figure 8: The evolution of the trajectories of the adjustable clocks 7; for each clock synchronization
algorithm. From top to bottom, HyNTP, Average TimeSync, PI-Consensus, and RandSync.
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Figure 9: The evolution of the trajectories of the adjustable clock rates a; for each clock synchroniza-
tion algorithm. From top to bottom, HyNTP, Average TimeSync, PI-Consensus, and RandSync.

7.4 Nominal case with N=100 agents

Consider N=100 agents with clock dynamics as in and over a strongly connected graph with
adjacency matrix G = 1yxn — Inxny With aperiodic communication events such that successive com-
munications events are lower and upper bounded by 77 = 0.001 and 75 = 0.01, respectively. The initial
conditions for the clock rates a; and clock values 7; for each ¢ € ¥V has been randomly chosen within
the intervals (0.85,1.15) and (—100, 100), respectively.

Given 17, T, and ¢* = 1 then it can be found that the parameters h; = —1.3 for each i € V,
u =3, and v = 0.005, sutiable matrices P;, P, P53, and ¢ = 2.180 satisfy conditions and in
Theorem [£.6] with &1 = 6.896, 1 = 30.067, k2 = 1, and ay = 55.598. Figure [I0] shows the evolution of
the trajectories of the virtual clocks 7; for i € {1,2,..., 100}E|

Code at github.com/HybridSystemsLab/HybridClockSync
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Figure 10: The evolution of the trajectories of the virtual clocks 7; for i € {1,2,...,100}.

8 Conclusion

In this paper, we modeled a network of clocks with aperiodic communication that utilizes a distributed
hybrid controller to achieve synchronization, using the hybrid systems framework. Results were given
to guarantee and show synchronization of the timers, exponentially fast. Numerical results validating
the exponentially fast convergence of the timers were also given. Numerical results were also provided
to demonstrate performance against a similar class of clock synchronization algorithms.

A Appendix

A.1 Proof of Lemma [4.2]
By inspection of the hybrid system data defining H given in and below it, the following is observed:

e The set C is a closed subset of R™ since, C' = X and X is the Cartesian product of closed sets.
Similar arguments show that D is closed since it can be written as

D =R"xR" xR" x RY; x R" x RY; x {0}
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Thus, (A1) holds.

e f: X — X is linear affine in the state and thus continuous on C'. Moreover, since dom f =X =
C, C C dom f holds. Thus, (A2) holds.

e To show that the set-valued map G defined in ((14) satisfies (A3), note that the graph of G is
given by

gph(G) = {(z,y) : x € D,y € G(x)}
=D x (R" xR" x R" x R% x R" x R%, x [T1,T3])

is closed. Thus, via [21, Lemma 5.10], G is outer semicontinuous and locally bounded at each
x € D. Moreover, by definition, we have that dom G = D. Hence, (A3) holds.

A.2 Proof of Lemma [4.3
For each ¢ € C, the tangent cone T (), as defined in |21}, Definition 5.12], is given by

R"xR"xR"XRE( xR"XRY(xR>q if § € Xt
To(€)= q R"xR"xR"xR%oxR"xRL xR if £ € X2
R"XR"xR"XRE( xR"XRY;xR<g if § € A3

where X! i={r e X : 7 =0}, X2 .= {z € X : 7€ (0,Ty)}, and &3 := {z € X : 7 = Th}. By
inspection, from the definition of f in f(x) N Te(x) # 0 holds for every z € C'\ D. Then, since
‘H satisfies the hybrid basic conditions, as shown in Lemma by [21, Proposition 6.10] there exists
a nontrivial solution ¢ to H with ¢(0,0) = . Moreover, every ¢ € Sy satisfies one of the following
conditions:

a) ¢ is complete;

b) dom ¢ is bounded and the interval I/, where .J = sup;dom ¢, has nonempty interior and ¢ —
¢(t,J) is a maximal solution to & € F'(x), in fact limy_,7 |¢(¢, J)| = oo, where T' = sup,dom ¢;

c) ¢(T,J) ¢ CUD, where (T,J) = sup dom ¢.

Now, since G(D) C C' U D = X due to the definition of G, case c¢) does not occur. Additionally, one
can eliminate case b) since f is globally Lipschitz continuous on C' due to being linear affine in the
state. Hence, only a) holds. [

A.3 Proof of Lemma [4.5]
Pick an initial condition £ € A. Let ¢ be a maximal solution to H with ¢(0,0) = §E|

e Consider the case where ¢(0,0) € A\ D. The initial conditions of the components of ¢ satisfy
$e;(0,0) = ¢,(0,0) = 0 for the clock errors e;, ¢7,(0,0) = ¢-+(0,0) for the estimated clocks 7;,
$4,(0,0) = ¢q,(0,0) for the clock rates a; and ¢y, (0,0) = ¢, (0,0) — ¢4,(0,0) + o* for the control
input for each ¢ € V. With f being linear affine and, thus, globally Lipschitz continuous on C, the
constrained differential equation & = f(x) x € C has unique solutions. Let [0,¢;] x {0} C dom ¢

Note that for a given solution ¢(¢,5) to H, the solution components are given by ¢(t,7) =
(¢6(t’j)a (bu(t,j), ¢U(t7j)7 ¢T* (t’])a ¢5«(t7j)7 (bf'(t?j)? (b"(t?]))
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with ¢; > 0, which exists since ¢(0,0) € A\ D. Observe that, from the definition of f, the
solution components of the states u, 1, and e during this interval remain constant. This is
evident since ¢y, = he,(0,0) — 11(¢7(0,0) — ¢,+(0,0)) = 0 with ¢,(0,0) = 0, ¢, = he,(0,0) = 0,
and ¢;(0,0) = ¢+ (0,0); hence, o = ¢4(0,0) + ¢,(0,0) — 6*1,, = 0. From the definition of f
in we have that the components of the solution ¢ satisfy ¢, (,7) = ¢e, (t,7), ¢éy(t,j) = 0,
¢@i(t7j) = d)ai(t?j)7 ¢?i(t7j) = (Z)Ti*(t?j)a and Cbuz(t?]) = ¢m‘(t7j) - ¢di(taj) + o™ for each (taj) €
[0,21] x {0}. Therefore, the solution ¢ does not leave the set A during the interval [0, ¢1] x {0}
when ¢(0,0) € A\ D.

Consider the case where ¢(0,0) € AN D. Since flow is not possible from ¢(0,0) as ¢,(0,0) =0,
({0} x{0})U({0} x {1}) C dom ¢ as the solution ¢ jumps initially. By inspection, the jump map
G in only affects the states 7, u, and 7, whereas the value of the other state components
remains unchanged. Since the quantity —yLe in the jump map is zero at ¢(0,0), we have that
¢y(0,1) = —vLp.(0,0) = 0. Moreover, since a is constant across jumps, ¢5(0,1) = ¢5(0,0), then,

¢u(0’ 1) = _'Y‘CQZ)@(()? O) - ¢&(07 0) +0*1,
= d)n(oa 1) - (;5&(07 1) + U*ln

Lastly, we have that the timer 7 resets to a point in the interval [T7, T»], namely, ¢ (0, 1) € [T1, T5].
Then, the full solution ¢ at (0, 1) satisfies

¢(07 1) < ¢7‘* (O, 1)

Hence, from the definition of A, ¢(0,1) € A.

Since this property holds for each £ € A, we have that solutions from A cannot flow out of A and
cannot jump out of A since G(AN D) C A. Hence, A is forward invariant for H. [ |

A.4 Proof of Lemma [5.2

For each x € X, the distance from x to the set A is given as

\ﬂAzggm—m (87)
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Evaluating the distance directly, one has
x| = inf |x —
[#la = inf |z —y|

. % A oA
= ll’lf ‘(6,'&,7”],7' 70’77-77—)
e*€E,a.+€RY ,a,€[0,T2]

- (6*,77 —a+ 0-*17L707a7'*7a77—*7a7')’

= inf (e—e*5u—n+a—o"1,,m,
e*€E, 0. €RL j,a,-€[0,T2]

" — Qe 0 —a, T — T, T — o)
= inf |(e—e*,u—n+ a—0*1,,n,0,4—a,7—7",0)|
e*ck
— inf t( R\ T %
Inf sqr (e—e*) ' (e—e™)
+ (u—n + a—0*1,) " (u—n + a—0*1,)
taTn+a—a) (@-a)+ G- (F-1))

where £ := {e* € R" : ef = ¢} Vi,k € V}. When v =1 —a+ c*1, we have

|z| 4 = inf Sqrt((e —e)T(e—e)+n'ny
e*ell

For each z. € A, the distance from x. to the set A. is given as
T = inf |x. — 88
|ze| A, y€A5|€ Y| (88)
Evaluating the distance directly, one has

= inf —
|ze] AL ylenAJma Yl

= inf en e e T
E*EE,aT*eRgo,aTe[O,TZ]K 1, €a, €r,T)
— (*,0,0,0, or)|
_ inf (e —€*,m,ea,6r, T — )|

e*€B,a.« €RY ,a-€[0,T7]

= eil’éfE’(e — 6*,777511757'70)’

= infE (e—e)T(e—e*)+nTn+ele,+eler
e*e

Making the appropriate substitutions for &, and g4, we get
22l = inf sart((e—e")T(e=¢") +n"n + (a=0)" (a—a)
+(F=m) (=)
Now, for each (z.,7,7*) € X, the distance from the point M(xe, 7,7*) to the set A is given by

|M(z2,7,7%)|4 = inf |M(ze,7,7%) — y| (89)
yeA
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Computing this distance, one has
|M(xe, 7,7%)| 4 = inf |M(x.,7,7%) — y|
yeA

= inf l(e,n— (a—¢eq)+ 0 1,7
e*eE o * ER%O,QTG[O,TQ] ’ B
A *
T—€r,a—€q,6r +T7,T)

- (6*7?7—d+0'*1n70,047—*,a,7'*,047—)|

Making the appropriate substitutions for e, and ¢4, we get

|M($5, T, T*)‘.A

= inf ‘(6777_&‘}‘0'*17177777-*’&77277)
e*€l, o« €RY ar€[0,1%]
T ’ ’

* ~ * *
— (e, n—a+0"1,,0,ar+,a, 7", ar)|
= inf |[(e—e*,n—a+ oc*1,—m + a—0c*1,,
e*eEl, o = GREO,O(TE[O,TQ]
n—0,7"—ar,a—a,7T—7,7—a,)|
= eygé‘(e_ 6*a07n707&_ a,f'—T*,O)‘

= in{jE sqrt((e —e)e—e)+n'n+(a—a)(a—a)
e*e

Thus, we have that

|M (2, 7,7%)|a = |z|4 = |T]a,

A.5 Proof of Lemma [5.3

Suppose the set A. is GES for H.. By Definition there exist x,a > 0 such that each maximal
solution ¢° to H. satisfies

|0°(t, 5)] 4. < mexp(=a(t +5))[¢°(0,0)] . (90)

for each (¢,j) € dom ¢°. Now, pick any maximal solution ¢ to H. Through an application of Lemma
there exists a corresponding solution ¢° to H. such that

¢(taj) = M((be(t,j), d)%(taj)a Gr (taj))

for each (t,j) € dom ¢. Given that ¢° satisfies , using relationship between distances in
Lemma we have that ¢ satisfies

6L, 5)a < rexp(-a(t +7))|¢(0,0)]4 (91)

Then, the set A is GES for H. |
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A.6 Proof of Lemma [5.4]

Pick a solution ¢ € Sy, with ¢ = (G2, bz» Py Pun,T), however, recall that z; := (&,71), Zp =
(€2y.. . EN, T2y, TIN), W1 = (Eay,Er, ), and W2 = (Eqyy .-y EqapysErgy - -+ Em, ). Lhus, through a reorder-
ing of the solution trajectories, one has that with some of the above notation, qg can be rewritten as
b= (quSé, gZ),—,, (;Nﬁga, gEgT,T). Then, recall the change of coordinates € = T 'e, 7 =T 'n, &, = T 'e,, and
Er = 7'_157; Since 71 is an invertible time-invariant linear operator, applying its inverse T to the com-
ponents of Qba one has (T¢é(t7 ])7 T¢ﬁ(t7 ])7 T¢§a (t7 ])7 Tgbé-,— (ta ])) = (gbe(ta j)7 ¢n(t7 .7)7 ¢Ea (ta ])a ¢€T (tv ]))
for each (t,j) € dom 6. Note that the dynamics of the variable 7, responsible for governing the flows
and the jumps of both H. and ﬁs, is identical for the two systems. Thus, the set of solutions for the
component 7 is the same between the two system. Therefore, it follows that ¢(t,7) = T (¢, ) for
each (t,j) € dom ¢.

Conversely, we can pick a solution ¢ € Sy_, let ¢ = (¢e, ¢y, @<, , @<, , T) and recall the change of coor-
dinatese =T te, =T 'n,&, =T 'e,, and & = T 'e,. Since 7! is a time-invariant linear opera-
tor, applying it to the components of ¢, one has (T '¢e(t,5), T 1o (t,5), T e, (t,5), T e, (t,7)) =
(qzé(t,j), qgﬁ(t,j), q;ga (t,7), <Z~>5—T (t,j)) for each (¢, ) € dom ¢. Thus, it follows that ¢(¢,j) = Fd;(t,j) for
each (¢,j) € dom ¢. [ |

A.7 Proof of Lemma [5.5

Pick a point 2 = (€1,7,, €, ..., M-y EaysErysEays - -8y Epgr o2 Er,) € R4V such that
(Z',7") € A; for some 7’ € [0,T3] , i.e., Z = (e],0,0N-1,0n_-1,0,0,05_1,0ny_1) with e] € R. Given
that the digraph G is strongly connected, there exists a nonsingular matrix 7 as in that allows
for the following coordinate change: € =T le, 7 =T n, &, = T 'e4, and & = T 'e,. Now, by left

multiplying (2, 7') by T" one has

-
=T (e & ... o] =[n T][ei 0f,| =eiin
o — _ 1T T 77
=T[m a5 - dy] =[n T [0 ON—l] = Oy
-
ca=TIe, &y ... 2] =[u T [0 OJTv—l] =0y (92)
T
=Tl &, &) =[n 70 o) —oy
r=17" =1

Then, since e = ej1y we have that e; = ey for each i,k € V. Since 7/ was not subject to a coordinate
change, then the point (e,n,e4,67,7) = (e51n,0xn,0n,0x,7) is an element of A..

Now, pick a point 2’ = (e,7,€q,6,) € R*V such that 2’ € A.. This requires that e; = ey, 7; = 0,
£q; = 0, and e, = 0 for each i,k € V; thus, 2’ = (e*,0n,0xn,0x), where e* € E := {e* € R" : ¢f =
e; Vi,k € V}. Then, by left multiplying (2, 7’) by I'"!, one has

_ —1r1 % T

e=T el =[ef Oy_4]

_ - T

n=T 'oy=[0 0§_4]

Ea=T 'on=1[0 0} ,]" (93)

_ - T

=T 'on=1[0 0}_,]

T=1lr=r71
giving the point (€,7,&4,&+,7) = (€],0n-1,0n,0n,0y). Rearranging the components into the
form (Zz1,Zo,wy,we,T) where z; = (€1,m1), Z2 = (€2,...,€N,72,...,7N), W1 = (Eay,Er), and
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Wy = (€ags---+Eap,Eryy---,Er,) one has (e7,0,0n_1,0n_-1,0,0,05_1,0nr_1) which is an element of
Ae.

To relate the set distances between |z.|4. and |x.| A for every z. € X. and x. € X , note that
by definition, one has |z|4, = infyea.|ze —y| and |xc| 5. = inf 5 [xe — yl, respectively. Recall that

xe = "'z, and 2. = I'y.. Computing the distance ’X5|A57 one has
|X5‘f~l5 = ’F_lxs‘je = infyeAJF_l'rE — y|
= infe*eR]F_la:a
—(€*,0,0n-1,0N—-1,0,0,0n_1,0n_1)]

Then, by using the relation (e*,0,0x_1, Ox_1,0,0,05_1,0x_1) = ' "!(e*1x,0x,05,0y) one has

]Fﬂ%us = infercp|T 2. — T (e*1y, 0N, On, O]
infeser|T ™" (22 — (e*1n,0n, 05, 0y))]
\F_lf(infe*eR!% — (e"1n,0x, 0, 0N)|)
< |07 (infyen.la: — y)

< 07|z a

IN

Conversely, computing the distance |z.|4_, one has

‘xa‘Ag = ’FXa‘AE = infy€A5|PX5 - y‘
= infe-cr|T'xe — (€"1n,0n,0n,0N)|
Then by using the relation (e*1x,05,0n,0x) =T'(e*,0,05-1,05-1,0,0,0n5_1,0x5_1), one has

ITxela. = inferer|Tx~T'(e*,0,0-1,05-1,0,0,05_1,05_1)
= infe*ER‘F(XE_(e*7Ou0N—170N—170>O70N—170N—1>)’
§ |F‘(infe*€R|Xsf(e*,07ON—laON—bOvOa0N—1,ON—1)|)
< I (inf, e 4, I — vl)
< |FHXE|AE

A.8 Proof of Proposition |5.6

First, we prove that GES of A, for ﬁe implies GES of A. for H.. Suppose the set A, is GES for ﬁg.
By Definition there exist x,a > 0 such that

[6(t,7)] 4, < rexp(-a(t +5))[6(0,0)] 5, V(t,j) € dom ¢ (94)

holds for every solution ¢ to H.. Pick a (maximal) solution b e Sz with initial condition (;;(0,0) €
C. U D.. According to Lemma there exists a maximal solution ¢ to H. such that

&(tuj) - F_l(b(taj) (95)
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for each (t,j) € dom ¢, where 1! = diag(7 1,71, 71, 771, 1). Given that ¢ satisfies 1) applying
and the relationship between distances in Lemma given in to the right-hand side of ,
we have that

|6(t,5)| 4. < Kexp(-a(t +1))|6(0,0)] 1. = wexp(-al(t + 7))L ¢(0,0)| 5

- (96)
< rexp(-a(t +7))[T[|9(0,0)4.
By rearranging the relationship given in , we obtain
el = melTxela, < el (97)
|1_‘| me .AE - ’1—1’ XE .Ag — XE _AE

Applying it to the left-hand side of , we have

é||¢(t,j)l,4£ < 16(t, 1)z, < wexp(=a(t + 7)|T™H[$(0,0)|.a,

Thus, we have that ¢ satisfies
¢(t, ) |4, < Rexp(-a(t +4))[6(0,0)la. V(¢ j) € dom ¢ (98)

where & = s|['||[T"!|. Then, the set A. is GES for H..
Conversely, suppose the set A. is GES for H.. By Definition there exist x,« > 0 such that

6(t,5)|a. < mexp(=a(t +7))[¢(0,0)[4.  V(tj) € dom ¢ (99)

holds for every maximal solution ¢ to H.. Pick a maximal solution ¢ € Sy with initial condition
#(0,0) € C: U D.. According to Lemma there exists a solution ¢ to H. such that

o(t,j) =Té(t, ) (100)

for each (t,7) € dom ¢, where I' = diag(7,7T,7T,7,1). Given that ¢ satisfies , applying ((100) and
the relationship between distances in Lemma to the right-hand side of , we have that

[6(t, 7). < Kexp(-a(t + 5))[¢(0,0)]a. = kexp(~a(t + 7)) [TH(0,0)| 4.

e (101)
< wexp(-a(t + 7))[L[$(0,0)] 4,
By rearranging the relationship given in , we obtain
1 1 1
ﬁlxsue = ﬁ‘r el 4. < |l (102)
Applying it to the left-hand side of (101)), we have
I T . . b
1] |6(t,3)|a. <16t 5)|a. < mexp(-a(t +7))[T|¢(0,0)] 4.
Thus, we have that (j; satisfies
[6(t,1)] 4, < & exp(-at +))[6(0,0)| ;,  V(t,j) € dom ¢ (103)
where k' = k|T"7!||T'|. Then, the set A, is GES for H.. [ |
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A.9 Proof of Proposition
Ve, (Xe,) = w{ Pyt + @3 Pyt (104)
It satisfies 3 3
aa}l |X€T |357‘ S V(XET) S aa}Q |X€T‘i~lsr VXE’I‘ 6 CET U DET (105)

with a1 = min{ Amin(P2), Amin(P3)} and s = max{Amaz(Ps), Amaz(P3)}. For each x., € C-,

(VVer(Xer)s F(xe,)) < @] (PoAg, + Af, Po)iny (106)
+ ’lD;(sz4ﬁ1 + A}ng)’wg

The conditions in imply the existence of positive numbers 81 and f2 such that
P2Af3+AJT3P2 < Bl

P3Af4+ALP3 < —fBal

Then _
(VVe,(Xer)s for (Xe,)) < =Bil@n]? = falds|?

—B(W)ﬂ? + IZU2|2)
~B(xe %) (107)

~ By )

w2

IN A

IN

where 3 = min{B, B2} > 0. For all x., € D, and g € G, (xe,)
Ve, (9) = Ve,(Xe,) = 0 (108)

Now, pick a solution ¢ to H., with initial conditionjﬁ((), 0) € C., UD,,. As a result of (107) and (108)),

direct integration of (¢,j) — Vg, (¢(t, 7)) over dom ¢ gives

)V (6(0.0)) W) € dom & (109)

O[ujz

Ve, (9(t.4)) < exp (-

Now, given the relation established in , for any solution ¢ to ﬁET, we have jTo <t = —t < —jT5.
Then, for any v € (0,1) we have —yt < —yT5j. Moreover,

—t=—1=)t =7t < —(1 =)t —T2j

< —min{l — 7,73}t + ) (110)

leading to B
Ven (01 5) < exp (<2214 ) ) Ve, (9(0.0) ()

w2
for each (t,j) € dom ¢ where 3 = min{1l — ,775}. Then, by combining this inequality with (105,
one has ~
oLt

e, 5, <Ve (08 9) < exp (==t + ) ) V2, (6(0,0)) (112)
then leveraging V., (4(0,0)) < ag,|6(0, O)Bi we have
000, < 22 exp (22 (14 ) 160,07, (13)

46



then

" . Aoy '7/3
o(t, 7)1 < exp (—
| ( )|Ag,r. s, 20@2

(t+1))16(0,0) 4, (114)

Observe that this bound holds for each solution ¢ to ﬁgr. Maximal solutions to ﬁar are complete due
to the reduction property established in Lemmas and In particular, Lemma/5.4] establishes
the relation between ';qa and H., Lemma establishes the reduction from H to H., the former for
which we have established completeness of solutions in Lemma Therefore, the set AET is globally
exponentially stable for ﬁar. [

A.10 Proof of Theorem [6.2]

Consider the same Lyapunov function candidate V(xm) = Vi(xm) + Va(xm) + Ve, (xm) from the proof
of Theorem in Section During flows, there is no contribution from the perturbation thus the
derivative of V' is unchanged from the proof of Theorem Thus, one has that holds with j?a(xe)
replaced by fin(xm), namely,

(VV(Xim), fn(Xm)) < 225 (exp(Af,7)Pexp(Ay,T)) By, ws + @] (PLAy, + AJ,P)iy + @ (PaAy, + Aj, Pa)is
then by following the same notions of the proof in Theorem one has (VV (xm), f(xm)) < %V(Xm)

where K1 = max{%, (% — ,32)} and € > 0. At jumps, triggered when 7 = 0, one has, for each

Xm € Dy, \ A, and g e ém(xm)
V(g)_V(Xm) < _ﬁ% + (AQZEQ - Bgm@)TQ(AgQZ? - BngQ) - 2;P152
< —ﬁ% + (AQQZQ)T exp A};TPl exp A, 7(Ag,Z2) — 2(Bg7”7122)—r exp A};TPl exp Af,7(Ag,22)

+ (Bginz,)" exp A, TPy exp Ay, m(Bginz,)—Z Pi%
(115)
From (20) and the proof in Theorem there exists a scalar k2 such that
EJ(A; exp(AJIzv)Pl exp(Af,v)Ag, — P1)za < —k2Z, 22 leading to

2

V(9)=V(xm) < =77 — kaZy 72 — 2(Byiz,) " exp A};TPl exp Ay, 7(Ag,Z2) + (Bymsz,) " exp A};TPl exp A, 7(Bymsz,)
(116)
Let Q = exp(A;QT)Pl exp(Ay,T), then applying Young’s inequality on the third term such that
1
_ T T _
mEQBg QA9222 S %
1
2€9

_ Tr_ € _T._
(m;B;QAm) (m;-:l;B;QAgQ) + 52;—22

<

Tl-T = € _T_
(B QAw) (B] QAg) | mL iz, + S22
where €5 > 0. Then, we have

. -1
V(g)-V(xm) < -7 — sz;zg—(—

T T - €2 _T_
269 | (B;QASD) (B;—QA%) ‘m;—zm@ + 52';22>
+ 1z, By QByimsz, (117)
_ €2\ _T_ 1 T
< it = (m+ )2 2+ (1B] QBol- 5 |(B] QAg,)(B] QAy,) T )m,ms,

By noting |Ag,|, |By| < YAmax(L) let K, = ()\m(w(ﬁ_))2 é?(?}(]{)‘m““f(eXp(AJEv)Pl exp(Afzv))}, we
vel0,T,

let e = k9 and obtain

_ R2\ _T_ _T
V(g) = V(xm) < —77% - (ch + ?)2;22 + (’y%mg - Tzfy ﬁm2)m;m52
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Now, let Fm, = V2K, — ﬁ'yzlm%m then at jumps one has

V(g) = Vxm) < —Ra(n|* + |22]?) + Fomy 1z, | (118)

where k3 = max {1, 3%} Now, recall from in the proof of Theorem that

_ - 1 _
—(Im|* +|2/*) < *@V(Xs) + ] (119)

Then, plugging into (118) one has

3/%2 3/‘62 _ ~ _
V(g) < (1 - E)V(Xm) + 7|w\2 + Ry [z, |?

Noting (VV(xe), f(xe)) < %V(XE), one can then pick a solution with initial conditions ¢(0,0) €
C,n U D,, and find that the trajectory of V(¢(t, 7)) is bounded as follows:

V(e(t, ) <

K R kg \\J. . -

exp (% T») (exp (Z—; Ty) (1 — %)) V(6(0,0))
3 .

+ % exp (RTQ)SUP(t,j)edomng(t,j)|2

- K _ 2
+ R, €XP (ng)sup(m)edomdng

The result follows from an analysis of V(gg(t, Jj)) over dom ¢ utilizing the same approach as in the proof

of Theorem [£.6] [ |
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